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Lucas-Kanade Network

Idea: learning good features for Lucas-Kanade algorithm
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Cascaded Lucas-Kanade Network

Idea: feature learning with coarse-to-fine strategy
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Lucas-Kanade Algorithm
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Goal: minimize

Iterate:

(1) Compute Gauss-Newton step 

(2) Update warp parameters

Until convergence

Cumulative error distributions:
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Experiments

Synthetic training/validation/testing sets from COCO images

Loss Function

Hinge Loss:
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