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Experiments
We first evaluate the robustness of our approach for various initialization, 

and then compare it with other state-of-the-art methods on the benchmark 

datasets.

Comparison with the State-of-the-arts on 300-W

Robustness to Various Initialization

Comparison with the State-of-the-arts on AFLW

Comparison with the Baselines on 300-W and AFLW

Global Stage 
• The best canonical state for initialization of following regression is 

obtained by the supervised transformer subnetwork.

• The target of the global regression is the transformed ground truth 

shape:
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Observations
• Most of facial landmark detection algorithms are sensitive to the 

initialization brought by face detection results.

• Different face detectors often return various face bounding boxes 

with different scales and center shifts.

Motivations
• Face boxes bounding by the ground truth shapes can boost the 

accuracy of facial landmark detection. 

• Good performance of STN [14] on learning instance-specific 

transformations of training samples.

Contributions
• An end-to-end deep regression with two-stage re-initialization 

architecture. 

• Supervised spatial transformer learning.

• Good robustness to different initialization.

• State-of-the-art performances on 300-W and AFLW.

Our Approach
• Our two-stage re-initialization model successively re-initializes a 

deep regression model from coarse to fine, and global to local, to 

substantially boost the landmark detection performance.

• Global Stage:
• Global Re-initialization Subnetwork

• Global Regression Subnetwork

• Local Stage:
• Local Re-initialization Subnetwork

• Local Regression Subnetwork

Local Stage
• Different parts of the face shape are further separately re-initialized 

to their own canonical states.

• Local regression to minimize the loss function of shape increment.

• Inverse Transformer:


