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Goal : Human 3D Body Shape Estimation from Silhouettes

Scenarios Considered :

Contributions :

• A novel architecture for shape estimation from silhouettes

• Three core components :
- Generative - Inverts a pose invariant 3D shape descriptor to reconstruct its neutral shape

- Predictive - Maps 2D silhouettes to 3D body shapes

- Cross-Modal - Leverages from multi-view information to boost single view predictions

• State-of-the-art system for human body shape estimation
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Qualitative Comparison with Related Work
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HKS-Net

Table 1. Nomenclature for the various experiments and respective architectures

Table 3. Same as in Table 2, however with shapes reconstructed from two views at the same time. 

Table 2. Body Measurement errors comparison with shapes reconstructed from one scaled frontal silhouette. The nomenclature 

is presented in Table 1. The measurements are illustrated above. Errors are expressed as Mean +/- Std. Deviation in Millimeters.
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