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Motivation
• Rich information from videos

• Accurate boundary and data-
driven receptive field from
superpixels

• Robust region correspondence
from superpixels

• Leverage large-scale unlabel-
ed data

Previous work
• Comparison to bilateral inceptions [1]: faster computation and

less memory cost with pooling operations.

• Comparison to region-based semantic segmentation with end-
to-end training [2]: temporal pooling allows us to utilize
unlabeled frames as well as better prediction.

• Comparison to SemanticFusion [3]: our network is trained with
multiple-frame input and their correspondences instead of
training a single frame prediction model and a fusion model
separately.

Contribution
• Multi-view region-based neural network for semantic seg-

mentation

• Semi-supervised learning from partially labeled video

• State-of-the-art results on various datasets

• New layer compatible with existing architectures.

Please visit our project page for download:

Method
• Region Correspondence

Superpixel: RGBD MCG [4]

Optical flow: EpicFlow [5]

a matching rejection scheme:

• Spatial pooling 

• Temporal pooling

• Region-to-pixel mapping
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Evaluation settings
• Datasets and tasks: 

NYUDv2 40-class, 13-class and 4-class tasks,

SUN3D 33-class task.

• Four evaluation metrics: 

Pixel Acc., Mean Acc., Mean IoU, f.w. IoU.

• The different settings about 
leveraging temporal information: 

• Wider is better

• Comparison to multi-view 
methods on NYUDv2 4-class 
and 13-class tasks

• Average vs. Max

• Region based vs. Pixel based

• Comparison to state-of-the-art 
methods on NYUDv2 40-class 
task

• Results on SUN3D dataset
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Qualitative results on NYUDv2 40-class task
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