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Introduction:

The commonly used Softmax layer is composed of the fully 

connected layer, Softmax activation function and the cross-entropy 

loss. While in standard Softmax activation, the saturation behavior 

like in sigmoid is always omitted. Inspired by [1], then we propose a 

desaturation strategy of injecting annealed noise to address this 

problem. Our Noisy Softmax improves the generalization ability of 

DCNN by giving the SGD solver more chances to explore a better 

solution.
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Saturation behavior:

Softmax function:

The gradients of standard Softmax:

Noisy Softmax:

To postpone the early softmax saturation, we modify the input of 

the original Softmax. Considering the fact that the inner product of 

two vectors can be rewritten into the dot product of amplitude and 

angular, we construct our noisy input as follows:

noise term

where 𝑓𝑦𝑖 is the input to original Softmax, we leverage 𝑊𝑦𝑖 𝑋𝑖 to 

make the magnitude of the noise and that of the original softmax

input to be comparable, and use 1 − cos 𝜃𝑦𝑖 to adaptively anneal 

the noise.

Discussion:

The saturation behavior comparison.

Training and testing procedure.

Experimental Results:
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