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1. Problem & Motivation 

Problem  
 Face Recognition with Image Sets 

 
 
 

 
  Challenges: Large intra-class variations 
  Existing  solutions: 

 
 
 
 
 
 
 

Motivation: 
 Combine the two separated stages into a whole framework 
 Image feature learning that facilitates image set classification 
• Image feature learning: Deep learning networks, e.g., CNN 

𝑋𝑖 ↦ ℎ𝑖 = 𝜙Θ 𝑋𝑖  
• Image set modeling: Set covariance matrices 

𝐶𝑖 = ℎ 𝑖
𝑇ℎ 𝑖 , where ℎ 𝑖 is the centered ℎ𝑖 

• Objective: Learn a feature learning network to project the images into a 
target feature space where set covariance matrices have maximum 
discriminative ability. 
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Gallery image sets 

Who? 

2.  Our method (DCRL) 

Basic Idea 
 Formulate the discrimination of set covariance by an objective function  
 Solve the feature learning network by optimizing the objective function  

3.  Experiments 

Three challenging databases 
 YTC [CVPR’2008] 
• 47 subjects, 1,910 videos  

 YTF [CVPR’2011] 
• 1,595 subjects, 3,425 videos  

 PaSC [BTAS’2013] 
• 265 subjects, 2,802 videos  

 

Results: 
 Comparisons on YTC 

 
 
 
 
 

 
 

  Comparisons on PaSC 
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Conclusion  
 Set covariance matrix model outperforms other set models promisingly      

-> the capability of covariance matrix to characterize image set structure  
 Our DCRL shows better performance than other set covariance methods     

-> the superiority of the well learned image representations  
 Our DCRL yields better results than deep methods ADNT and MMDML      

-> the explicit use of discriminative information and set covariance model 
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 Encode the relationship of  covariance 
matrices with an adjacency graph 

𝐴𝑖𝑗 =  

d𝑖𝑗 𝑖𝑓 𝑋𝑖 ∈ 𝑁𝑤 𝑋𝑗  𝑜𝑟𝑋𝑗 ∈ 𝑁𝑤 𝑋𝑖

−d𝑖𝑗 , 𝑖𝑓𝑋𝑖 ∈ 𝑁𝑏 𝑋𝑗  𝑜𝑟𝑋𝑗 ∈ 𝑁𝑏 𝑋𝑖
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝑑𝑖𝑗 = exp (−𝐿𝐸𝑀2 𝐶𝑖 , 𝐶𝑗 /𝜎2) 

𝐿𝐸𝑀 𝐶𝑖 , 𝐶𝑗 = log 𝐶𝑖 − log 𝐶𝑗 𝐹
 

 

 

 
 

 

Softmax Regression Scheme 

Θ = argmin
Θ

 𝑓softmax(𝑣𝑖)

𝑛

𝑖=1

 

  Log-covariance vector:  
𝑣𝑖 = 𝑣𝑒𝑐 log (𝐶𝑖)  

 Train a Softmax classifier for covariance 
matrices on a flat tangent space  
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