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Goals and Contributions

Instance-level semantic segmentation (IS)

•Key component of scene understanding pipelines.

• Jointly detect, segment and classify all individual
object instances.

•Provides detailed information about the location,
shape and number of individual objects.

Input/ground-truth Traditional methods Our approach

Existing IS methods

•Existing methods typically follow a detect-then-
segment approach [1, 3, 7-9].

•They limit the mask prediction to bounding-boxes
and are thus sensitive to the boxes quality.

Our contribution: Boundary-Aware IS

•Predict masks beyond the scope of bounding boxes.

•Novel segment representation based on the distance
transform of object masks.

•Fully-differential object mask network (OMN) with
residual-deconvolutional architecture.

•End-to-end learning using Boundary-aware Instance
Segmentation Network (BAIS) based on MNC [5].

Mask Representation

•Each bounding-box depicts a partially-observed
object instance.

•Bounding-boxes are warped to a fixed size to encode
a scale invariant shape representation.

•At each inside pixel p, ground-truth mask represents
minimum distance to the true object boundary Q.

•Truncate the distance transform to obtain a
restricted range of values [0, · · · , R]

D(p) = min
(

min
∀q∈Q
dd(p, q)e , R

)
,

•One-hot encoding by quantizing distance map D(p)
into K-dimensional binary vector b(p)

D(p) =
K∑

n=1
rn · bn(p),

K∑
n=1

bn(p) = 1 ,

•Efficient decoding by taking the union of all the disks
T (p, r) of radius r at pixel p

M =
K⋃

n=1

⋃
p

T (p, rn) =
K⋃

n=1
T (·, rn) ∗Bn .

Multi-stage Multi-task Learning

End-to-end learning via OMN & Multitask Network Cascade [5]

Qualitative Results

Residual-deconvolutional Subnet for Decoding

∫

Quantitative Evaluation

• Pascal 2012 val dataset [12]
VOC 2012 (val) mAP (0.5) mAP (0.7) time/img (s)

SDS [1] 49.7 25.3 48
PFN [2] 58.7 42.5 ∼ 1

Hypercolumn [3] 60.0 40.4 >80
InstanceFCN [4] 61.5 43.0 1.50

MNC [5] 63.5 41.5 0.36
MNC-new [5] 65.01 46.23 0.42

BAIS - insideBBox (ours) 64.97 44.58 0.75
BAIS - full (ours) 65.69 48.30 0.78

• Cityscapes dataset [7]

Cityscapes (test) AP AP (50%) AP (100m) AP (50m)
ILSVDC [6] 2.3 3.7 3.9 4.9

MCG+RCNN [7] 4.6 12.9 7.7 10.3
PEIS [8] 8.9 21.1 15.3 16.7

RecAttend [9] 9.5 18.9 16.8 20.9
InstanceCut [10] 13.0 27.9 22.1 26.1

BAIS - full (ours) 17.4 36.7 29.3 34.0
DWT + PSPNet [11] 19.4 35.3 31.4 36.8
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