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4 Analysis of Long-term Behavior Changes

3 Self-supervised Learning
Motivation: Goal:learn a representation of posture and behavior _ SmExperiScores SROUTS Predicting the fitness of Skilled

1 Introduction

Stimulation&Training Stimulation

e End-to-End learning of individual postures & overall .
) P => A CNN-LSTM network is trained using a surrogate task without labels | . 0. pvalue: 0.008 Motor function

behavior from unlabelled videos

e Self-supervision by ordering entire sequences e LSTM learns the sequence representation from permuted sequences => Comparison between our prediction
e Learning fine-grained postures indirectly by training on e Fine-grained posture details determine behavior & sequence ordering and Expert scores
sequences = Back-prop to individual frame improves the posture representation = Experts assess grasping by scoring ten

Behavior Analysis No Treatment Delayed Training criteria

pvalue: 0.004 = We circumvent this tedious manual

analysis by directly mapping sequences
to a final fithess score
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Rehabilitation Analysis
= - NENENEREE . . L
Behavior analysis is a crucial, non-invasive diagnostic tool, Behavior classifier = Long-term recordings during rehabllltatlonzzz 0 29 ¥4
revealing distinct functional deficits and their restoration \ = Behavior analysis can reveal subtle %a N
:Iu:ing re_co:eg/llfazﬁn_g ____________ = Self-supervised task: S = \c;\:‘eanr"fl:eiThrzc::;;‘:ir:)itiznhil::tigj recovery
Typ'ca| >< Our automatic e Input:real and permuted sequences Sy — [dt, dt—|-1, Ty dt—l—l—l] kinematics (Baseline) and impaired - . x
Approaches Approach . . samples from 2 days after the surgery Time
where d s the cropped detection of frame = Provides similarity of motor function at =

= Complex parametric model = Model-free

Baseline

and [ the flexible length of sequence S¢ any stage to Baseline and 2 days

= Time-intensive labelin =>No labeli ded
. 9 O 1abeling nfee © , e The Mini-batches ); are composed as
= Limited amount of data = Scales to arbitrary size | . . . . .
. C 1 (/ (/ (/ 1n i,
= Experts required = Fully automatic D; = _Stl ; W(Stl): 3752 7 W(StQ): Tty St aﬂ'(st )]
I:> . . . . . . . - .
Subjective interpretation = Objective evaluation L, = Y1, Yo, * - yzn]’ with vy, = k£ mod 2 100NN

2 Initializing Automatic Detection
= Extract the object of interest

Videos Optical flow Positives/Negatives

where YL is the label of sequence k in D;

and 7T(')a random permutation

= Bootstrap retraining: The CNN with improved posture representation is
) fine-tuned on the initial detection task providing more samples. This, in

. Similarity Matrices of the category
Averaging the 100NN of a query frame from Long Jump using (a) our approach

(FCN Heatmap Detections Query NeareSt Neighbor 1OONN CatGQOry Long Jump and Hammer ThrOW ] and (b) C"queCNN

turn, enhances the learning of posture and behavior.
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Category LDA | SVM | CNN | net CNN | Ours
= Optical flow is used to collect reliable pos/neg samples .
= An FCN is trained using these samples ~ Mean 0.58 0.67 0.56 0.65 0.79 0.83
= The TOde| extends beyond the original & produces more Model A (%) Model A (%) Table 4: Mean of the average AUC of all categories of the Olympic Sports Dataset
SampIes o= b A e S et A Transferring the Learned Representation to Leeds Sports
Models Accuracy(%) AlexNet 65.3 Max frame similarity 74.1 HOG| Alex | Clique Pose | Deep
: PostureCNN 72 imilari
OpticalFlow 40.2 POS e X Ay Avg frame similarity 759 Parts || LDA | net | CNN | Ours || Mach| Cut | GT
FCNO 580 OStureCNNQ S. DTW 76.8
FCN; Q1.4 Table 2: Evaluation of ClusterLSTM 64 .0
FCN, 8 1 Posture representation CNN-LSTM., 80.5 Mean || 384 | 41.1 | 435 | 46.6 || 67.8 | 85.0 | 69.2

Table 1: Accuracy of Detection Table 3: Evaluation of sequence representation Table 5: Mean PCP-measure of the Leeds Sports Dataset




