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• Boosting based sliding window solution for object detection

• Multimodal features from: color, motion and depth based channels

• Multiresolution filtering of channels

⇒ multimodal multiresolution filtered channels (MM-MRFC)

• Feature scale correction scheme  ⇒ scale invariant features

• Exploitation of context: 2D and 3D context channels

• Running at over 25 FPS (GPU)

Overview

2D context channels

Results

2D position channels:

• Normalized vertical and horizontal position

• Classifier can constrain 2D position

2D symmetry channels:

• 𝑆𝑟 𝑥, 𝑦 = σ𝑖=𝑟/2
𝑟 𝐷𝑥 𝑥−𝑖,𝑦 −𝐷𝑥(𝑥+𝑖,𝑦)

𝐷𝑥 𝑥−𝑖,𝑦 +𝐷𝑥(𝑥+𝑖,𝑦)
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• Compute S6 , S12 , S18 , S24 and their sum

Results for different feature subsets on Caltech and KITTI (pedestrian):

Caltech pedestrian benchmark:

KITTI object detection benchmark

Multimodal Multiresolution Filtered Channels

Each modality captures objects

in a different way and provides

different invariances:

Computation of multimodal intensity,

gradient magnitude and orientation

Filtering scheme for each modality:

• Low pass filtering

(iterative box filtering)

• High pass filtering

(vertical & horizontal difference)

Multiscale Detection using MM-MRFC

Multiscale sliding windows

Classification features:

• channel samples - grid adapted to window size

Classifier:

• 4096 x 5 level decision trees (AdaBoost + bootstrapping)

One classifier model for all scales!

Scale invariant classification features

Use of one image scale & multiple sliding window scales

• Fast, but the raw channel features are not scale invariant

Smoothings and derivatives of multimodal intensity can be easily approximated!

Ratio between feature at scale s and at original scale: 𝑟𝑓 𝑠 =
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Theoretical estimation:                                                            Empirical estimation:

• Intensity or smoothing: 𝑟𝐼 𝑠 = 1

• Gradient magnitude: 𝑟𝑀 𝑠 =
1

𝑠

• Vertical or horizontal derivative: 𝑟𝐼𝑑𝑥 𝑠 =
1

𝑠

Feature scale correction:

𝑓 𝑠, 𝑥, 𝑦 = 𝑟𝑓 𝑠 ∙ 𝑓(1,
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3D context channels

3D position and geometric channels from stereo or LIDAR data


