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Introduction
q Zero-shot learning
Ø Seen and unseen classes are disjoint

q Semantic Information
Ø Attributes, e.g. tiger(stripes, orange, …)
Ø An intermediate layer between visual 

feature and class labels
Ø shared by seen/unseen classes.

Methodology
qOverall objective
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Ø 𝒁: semantics of both seen/unseen data
Ø 𝜱: transferable visual representations
Ø 𝝃𝒊: discriminative ability of semantic vectors

Ø 𝑩: select the first 𝑚 columns （attributes） of 𝑍
Ø latent components: handle background noise or 

contents not covered by pre-defined attributes
Ø Sparsity: better part-based representations.
Ø Learning: Iterative alternating optimization

Experiments
qZero-shot test results (multi-class accuracy)

q Inter-unseen class similarities with learned 
instance representation(aPY)

qSimilar pairs w.r.t. visual dictionary

qImpact of latent components
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Method aPY AwA CUB SUN Avg.
[16] 21.14 49.16 25.43 48.50 36.06
[14] - 73.2 39.5 - -
[34] 46.23 76.33 30.41 82.50 58.87
[35] 50.35 79.12 41.78 83.83 63.77

DSRL+LP 51.29 87.22 57.14 85.40 70.26

aPY ⟨face,	nose⟩,	⟨face,	hair⟩
⟨pot,	leaf⟩,	⟨Jet	Engine,	Propeller⟩

AwA ⟨ocean,	plankton⟩,	⟨black,	white⟩

CUB

⟨wing_color_blue,	upperpart_color_blue⟩
⟨wing_color_rufous,	upperpart_color_rufous⟩
⟨underpart_color_rufous,	breast_color_rufous⟩
⟨underpart_color_green,	breast_color_green⟩

SUN ⟨open_area,	natural_light⟩,	⟨sailing,	diving⟩
⟨hiking,	rugged_scene⟩,	⟨diving,	scary⟩

… …
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Motivation
qNon-negative matrix factorization
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𝑿 𝒁 𝜱

qAssign class labels
Ø 𝑍E𝐵 is used to determine class labels:
𝑌6E = 𝟏J∗

L , where					𝑘∗ = min
J∈𝒴T

𝑍6E𝐵 −𝑀J
1

qPrediction with Label propagation
Ø Combine visual feature and semantic 

representation to compute similarities:

Ø This k-NN graph is then used to perform 
standard regularized label propagation:

𝑌∗ = 𝐼7T − 𝛼𝐿 Y:×𝑌

semantic 
representation class prototype

𝑺 = 𝑿\, 𝒁𝒖𝑩̂ Symmetric k-NN graph

Normalized Lapalacian
matrix: 𝑳 = 𝑸Y𝟏 𝟐⁄ 𝑾𝑸𝟏 𝟐⁄
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𝝃6 = max
J∈𝒴8

Δ 𝑌6𝟏J = 0 − 𝑍6𝐵 −𝑀J
1 + 𝑍6𝐵 − 𝑌6h𝑀 1

i

𝑊6k = lexp −
𝑑 𝑆6, 𝑆k
2𝜎1 , 𝑖 ∈ 𝐾𝑁𝑁 𝑗 	or	𝑗 ∈ 𝐾𝑁𝑁 𝑖

0, otherwise


