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What’s the Best Object 
Detection Model? 

A Convergence of 
Architectures 

SSD  
(Single Shot Detector --- encapsulates Multibox, YOLO, YOLO v2) 

Faster R-CNN 
(Faster Region-based Convolutional 
Networks) 

R-FCN  
(Region based Fully Convolutional 
Networks) 

Introducing the Tensorflow 
Object Detection API 

 

•  Deploy models anywhere 

•  Scalable 

•  For research and production 

•  State-of-the-art performance 

•  Support leading methods 

Multibox/SSD, Fast/Faster 

RCNN, etc... 

Datacenters Your laptop Mobile Raspberry 
Pi 

Tensor 
Processing Unit 

Highly Configurable Models 
train_config: { 
  batch_size: 1 
  optimizer { 
    momentum_optimizer: { 
      learning_rate: { 
        manual_step_learning_rate { 
          initial_learning_rate: 0.0003 
          schedule { 
            step: 0 
            learning_rate: .0003 
          } 
          schedule { 
            step: 900000 
            learning_rate: .00003 
          } 
          schedule { 
            step: 1200000 
            learning_rate: .000003 
          } 
        } 
      } 
      momentum_optimizer_value: 0.9 
    } 
    use_moving_average: false 
  } 
  gradient_clipping_by_norm: 10.0 
  fine_tune_checkpoint: "PATH_TO_BE_CONFIGURED/model.ckpt" 
  from_detection_checkpoint: true 
  data_augmentation_options { 
    random_horizontal_flip { 
    } 
  } 
} 
 
eval_config: { 
  num_examples: 2000 
} 
 
 

Train/Eval parameters

manually 
stepped 

learning rate 
schedule 

Detection 
checkpoint 

pretrained on COCO 

model { 
  faster_rcnn { 
    num_classes: 37 
    image_resizer { 
      keep_aspect_ratio_resizer { 
        min_dimension: 600 
        max_dimension: 1024 
      } 
    } 
    feature_extractor { 
      type: 'faster_rcnn_resnet101' 
      first_stage_features_stride: 16 
    } 
    first_stage_anchor_generator { 
      grid_anchor_generator { 
        scales: [0.25, 0.5, 1.0, 2.0] 
        aspect_ratios: [0.5, 1.0, 2.0] 
        height_stride: 16 
        width_stride: 16 
      } 
    } 
    first_stage_box_predictor_conv_hyperparams { 
      op: CONV 
      regularizer { 
        l2_regularizer { 
          weight: 0.0 
        } 
      } 
      initializer { 
        truncated_normal_initializer { 
          stddev: 0.01 
        } 
      } 
    } 
    first_stage_nms_score_threshold: 0.0 
    first_stage_nms_iou_threshold: 0.7 
    first_stage_max_proposals: 300 
    first_stage_localization_loss_weight: 2.0 
    first_stage_objectness_loss_weight: 1.0 

Model parameters

Choose your meta-
architecture 

Choose your 
feature extractor 

Speed vs Accuracy Experiments 

Experimental Setup 
– Single Model, Single Pass Only 
– No multi-crop, horizontal flip, ensembling, 

box voting 

●  Meta-Architectures

●  Feature Extractors

●  # Proposals

●  Image size

●  Output stride

●  Matcher

●  Box Encoding

●  Post Processing 

parameters

●  Location Loss function

Tuneable Parameters Fixed Parameters

Detection Model Zoo

SSD has a small but real speed 
edge (and not just because of 
lower image resolutions)

SSD always good at large objects and 
always horrible at small objects

Faster R-CNN, R-FCN improve 
with better feature extractors
SSD’s performance less 
dependent on feature extractor

Reducing # proposals is a great way to speed up Faster R-CNN 
without significantly hurting performance

Try it out at home! 

What’s included 
Trainable detection models based on critical points on the 
optimality frontier 

Frozen weights (trained on the COCO dataset) for each of the 
above models to be used for out-of-the-box inference purposes. 

Convenient local training scripts as well as distributed training and 
evaluation pipelines via Google Cloud. 

A Jupyter notebook for performing out-of-the-box inference with our 
released models. 

RFCN w/Resnet101, 300 proposals Faster R-CNN w/Inception Resnet 
V2, 300 proposals

SSD w/MobileNet 
(Low Resolution)

SSD w/Inception V2 
(Low Resolution)

Faster R-CNN w/Resnet101, 
100 proposals

RFCN w/Resnet101, 300 proposals Faster R-CNN w/Inception Resnet 
V2, 300 proposals

SSD w/MobileNet 
(Low Resolution)

SSD w/Inception V2 
(Low Resolution)

Faster R-CNN w/Resnet101, 
100 proposals

RFCN w/Resnet101, 300 proposals Faster R-CNN w/Inception Resnet 
V2, 300 proposals

SSD w/MobileNet 
(Low Resolution)

SSD w/Inception V2 
(Low Resolution)

Faster R-CNN w/Resnet101, 
100 proposals

Our Goal:  
Provide a guide for selecting a detection 

architecture that achieves the right speed/
memory/accuracy balance for a given 

application and platform  

Visit: github.com/tensorflow/models/tree/master/object_detection 

37.4% by MSRA (the best from 2015 
leaderboard) 

(Last place from 2015 leaderboard) 

Best single model performance reported in 
literature that does not do multiscale or 
multicrop 

34.7: Our best single model 
performance before 
ensembling/multicrop 

Inception V2 
SSD 

Inception 
Resnet SSD 

Resnet Faster 
RCNN 

Ensemble of 
Resnet Faster 

RCNN 

Inception Resnet 
Faster RCNN 

COCO 
deadline: 
9/16/2016 

Ensemble of Resnet/Inception 
Resnet Faster RCNN 

Ensemble of Resnet/Inception Resnet 
Faster RCNN w/multicrop .416

41.6%: Last Google submission to 
test-dev server with Intelligently-
Selected Ensemble of 5 Faster 
RCNN with Resnet and Inception-
Resnet 

Diverse Ensembling 

Take best K models?  
Or select diverse K-
subset of models?

Model 1 mAP Model 2 mAP Model 3 mAP 

Car 20% 23% 70% 

Dog 81% 80% 15% 

Bear 78% 81% 20% 

Chair 10% 12% 71% 

Complementary Models 

Final Model 
Model NMS for diverse ensembling: Greedily select diverse model collection for 

ensembling, pruning away models too similar to already selected models.

Final ensemble selected for challenge submission 

Individual 
mean AP (on 

minival) 

Feature 
Extractor 

Output  
Stride 

Location:Classification  
loss ratio 

Location Loss function 

32.93 Resnet 101 8 3:1 SmoothL1 

33.3 Resnet 101 8 1:1 SmoothL1 

34.75 Inception 
Resnet 

16 1:1 SmoothL1 

35 Inception 
Resnet 

16 2:1 SmoothL1+IOU 

35.64 Inception 
Resnet 

8 1:1 SmoothL1 

Winning the COCO 2016 Detection Challenge 

Average 
pooling 
is important 

Note: We don’t update batch norm parameters during training 

Box Classifier 
(80 + 4) * anchors 

Proposal Generator 
(2 + 4) * anchors 

At Google: Many applications of detection,  

across many platforms 

Best Single Model:  
Faster R-CNN w/Inception Resnet (v2) 

Journey to the Top 

Critical Points on the Optimality Frontier 


