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1. \; and )\, Setting

Similar to methods in the literature (e.g., [3, 2]), we learn the hyper-parameters by cross validation (CV) on the validation
set, with the grid search in the range of 1013%! for both A; and ), (i.e., 4 x 4 grid).

1. CUB (Easy Split) : A\; = 10° and Ay = 10%.
2. NABirds (Easy Split): Ay = 10° and Ay = 10%.
3. CUB (Hard Split): \; = 10% and \y = 10*
4. NABirds (Hard Split): A1 = 10° and \y = 10°.

We find it intuitive to see higher values lambdas after cross-validation for the Hard Split since regularization becomes more
important as shared information gets smaller. Morevoer, we did not find the method very sensitive to the hyper parameters. For
instance, the performance on CUB (Easy Split) with \; = 10°, the performance of Ay = 103, Ay = 10%, and A\, = 10° are
35.4%, 37.2%, and 35.9%, respectively.

2. Gradient Derivations

2.1. Gradients for Equation 5 : Fix W, and optimize over W

We name the loss in Equation 3 in the paper as L.

Let X = [X(1) X3 ... X(P)] ¢ RdxPdx,

Let WT = [WL: W2 W7, where WP € Rixxd; and W, € RIxdr,
(a) The first term:
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We can get the derivative of the first term in the objective function w.r.t. WE:
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(b) The derivative of the second term in the objective function w.r.t. every part WE.
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(c) For the third term in the objective function, we do the partial derivative for each part:
Ao Tr(WEW DYW] WPT)
The derivative of the third term in the objective function w.r.t. every part WE:
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Therefore, the partial derivative of the loss function w.r.t. WP is:
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2.2. Gradients for Equation 4: Fix WP, and optimize over W
The loss function is rewritten as:
P
L=|X"WIW,T - Y[|%2 + X\ |[WIW,T||Z + X\ ZTr(w,r;thg’thw,f;T)
p=1
The partial derivative over Wy:
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3. More Qualitative Results

We show more qualitative examples in this section.

Breast: cormorant (0.0075)
Back: feet (0.00054)

Breast: yellowish (0.0026) Breast: winter (0.00062)

Leg: species (0.00039)
Tail: years (1.27e-07)
Head: birds (2.83e-08)
% Back: crest (0.00013)

, Belly: wintering (0.00034)

Tail: new (0.00193)

% Leg: budworm (0.00121)

Head: cm (5.07e-08)

"( Back: cape (4.05e-07)
I Belly: species (0.00061)

wing: small (4 1e-07)

Tail: cormorant (1.23e-06)
Belly: california (2.73e-07) i
Leg: common (1.56e-07) &
Head: surface (0.00036)

Figure 1: Part-to-Term connectivity demonstrated on falsely labeled samples
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Head: rufous (0.01645)
Breast: blue (0.01913)
Wing: blue (0.00257)

J Back: adult (0.01024)

{ Belly: rufous (0.01155)
Leg: rufous (0.00438)
Tail: blue (0.00197)

Tail: white (0.00408)

Leg: toed (0.00232)

Wing: black (0.00571)
Back: white (0.01360)
Belly: cavity (0.00984)
Breast: toed (0.00475)
Head: birds (3.65e-08)

Tail: blue (0.0019709)
Breast: blue (0.019131)
Wing:blue (0.0025741)
Back: adult (0.010247)
Belly: rufous (0.011551)

Leg: rufous (0.0043854)

Breast: dark (0.017301)
Wing: grey (0.0010126)

Leg: rusty (0.00038141

Back: rusty (5.9612e-07)
Head: birds (4.3127e-08)

Wing: rusty (0.01768)
Leg: rusty (0.00731)
Back: brown (0.00794)
Belly: slim (0.00575)
Breast: face (0.00385)
Tail: low (0.00269)
Head: tundra (4.31e-08)

Wing: gray (0.0018129)
Breast: olive (0.0057647)
Tail: cavity (0.00049379)
Belly: gray (0.003237)
Leg: olive (0.002742)
Back: gleaning (2.39e-07)
Head: birds (2.7356e-08)

Head: rufous (0.016454)

Belly: juncos (0.00042289

Tail: sparrows (0.0014887)

Breast: grey (0.00957)
Wing: grey (0.02631)
Back: lanius (0.03147)
Belly: probably (0.00165)
Head: birds (2.79e-08)
Leg: grey (0.00385)

Tail: food (0.00181)

Tail: indigo (0.00080)
Breast: indigo (0.03640)
Wing: painted (0.00558)
Back: indigo (0.00759)
Belly: indigo (0.00317)
Head: buntings (7.65e-08)
Leg: buntings (0.00102)

Tail: brown (0.0042875)
Belly: wet (0.034854)

Wing: flanks (0.048809)
Back: warblers (0.049802)
Breast: mangrove (0.038148)
Leg: habitats (0.013428)
Head: cm (5.1109e-08)

Tail: cavity (0.0025977)
Breast: black (0.0051512)
Wing: backed (0.0022749)
Back: white (0.013601)
Belly: areas (0.0015461)
Head: birds (3.6549e-08)
Leg: toed (0.0045126)

Breast: yellow (0.01179)
Back: yellow (0.00485)
Wing: wilsonia (0.00500)
Belly: shrubs (0.00534)
Leg: forests (0.00060)
Tail: green (0.00151)
Head: forests (4.26e-08)

Wing: sparrows (0.02217)
Breast: rusty (0.0082494)
Back: brown (0.0029889)
Tail: sparrows (0.0020067
Belly: rusty (0.0013295)
Leg: grey (0.0010726)
Head: tundra (4.3127e-08)

Figure 2: Part-to-Term connectivity demonstrated on correctly labeled samples



4. More Figures and Detailed Results

More Generalized Zero-Shot Learning Curves; see the captions for the corresponding benchmark.
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Figure 3: Result comparison with Seen-Unseen accuracy Curves on different split settings.
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