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1. Introduction
In this supplementary material, we provide additional


qualitative results of our approach on the KITTI Raw [3],
Cityscapes [1] and Make3D [6, 7] datasets.


2. KITTI
Figs. 1 and 2 show further qualitative results of our semi-


supervised approach and the supervised-only variant on im-
ages of the KITTI Raw Eigen test split [2]. In contrast to
supervised-only training, our full approach achieves better
predictions in the image regions without ground-truth. The
predictions of our full model are also smoother and visu-
ally more appealing. In Fig. 2, we give examples of fail-
ures made by our method in recovering scene structures. In
Fig. 3, we also show 3D point cloud visualizations of vari-
ous results obtained on the test images.


3. Generalization to Other Datasets
3.1. Cityscapes


Fig. 4 shows qualitative results of our approach (trained
on KITTI) on images from the Cityscapes test set initially
proposed for semantic segmentation [1]. For reference, we
also show the provided stereo depth maps which have been
obtained using semi-global matching [4]. We crop the im-
age to its upper part at a size of 847×2048 in order to re-
move the visible parts of the recording vehicle in the lower
image part.


In the upper six rows, we demonstrate qualitatively
to which degree our KITTI model can generalize to the
Cityscapes imagery. The bottom two rows show typical fail-
ure cases in which the KITTI model cannot generalize well.
These are mainly due to the difference in scene perspec-
tives and objects compared to the training images of KITTI.
Notably, the camera setup is different between the KITTI
and Cityscapes datasets, having a different aspect ratio of
the images, different camera intrinsics, and a different view
pose from the vehicle. This means, for instance, that our
model may not capture absolute depth well on Cityscapes.


We note that fine-tuning our KITTI model on Cityscapes
should improve results.


3.2. Make3D


Fig. 5 gives qualitative results of our KITTI model ob-
tained on the Make3D test images for monocular depth es-
timation [6, 7]. The upper three rows contain examples in
which our model is able to capture the shape of foreground
objects such as vegetation and cars well. In the bottom row,
typical failure cases are shown. These scenes are very dif-
ferent from the ones in the KITTI training dataset. Over-
all, the camera has a quite different vertical field-of-view
compared to KITTI so that the ground is not well recov-
ered by our model in the close ranges at the bottom of the
images. Our model also typically makes mistakes in pre-
dicting depth in the sky in the upper image regions. The
images in Make3D are not taken from an on-road vehicle
but scene perspectives vary much more strongly, which ren-
ders generalization difficult. We also note that fine-tuning
our KITTI model on Make3D in a supervised way should
improve results significantly.


3.3. NYUDv2


Finally, to also show an expectable limitation of gener-
alization, we provide results of our model (which has been
trained on the outdoor scenes on KITTI) on images from
the NYUDv2 indoor dataset [8] (see Fig. 6). For visual
comparison with the ground-truth depth maps, the scale of
our depth predictions has been adapted by a factor of 0.3.
We note that Laina et al. [5] already demonstrated that the
ResNet-50 encoder-decoder architecture employed in our
work achieves state-of-the-art results when trained on this
dataset in a purely supervised way. Hence, fine-tuning of
our model on NYUDv2 in a supervised way could further
increase the performance of our model on this dataset.
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Figure 1. Qualitative results of our approach on the KITTI raw test set. Shown variants are our full semi-supervised model (full) and our
model trained supervised only (sup. only). These examples demonstrate qualitatively good results of our full approach. In the supervised-
only approach, the ground-truth cannot provide a supervisory training signal for the upper parts of the image.
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Figure 2. Qualitative results of our approach on the KITTI raw test set. Shown variants are our full semi-supervised model (full) and our
model trained supervised only (sup. only). These examples demonstrate failure cases. In the upper three images, a traffic sign, a traffic
light and a thin pole are not recovered well by our method. In the lower image, the bridge and the vegetation in the upper right corner are
not well estimated. Notably, bridges are structures with typically horizontal edges which provide only few photometric stereo cues.


Figure 3. Qualitative results of our semi-supervised approach on the KITTI raw test set visualized as 3D point clouds.
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Figure 4. Qualitative results of variants of our approach on the Cityscapes semantic segmentation test set. For reference, we show the
depth maps provided with Cityscapes which have been obtained with stereo semi-global matching (SGM, [4]). The upper six rows show
qualitatively good results, while the bottom two rows show typical failures.
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Figure 5. Qualitative results of our approach (trained on KITTI) on images of the Make3D test set.


RGB GT ours (KITTI) RGB GT ours (KITTI)


Figure 6. Qualitative results of our approach (trained on KITTI) on images of the NYUDv2 test set used by Laina et al. [5].
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