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1. Implementation: more details
In this section, we provide more details regarding

the implementation of the rendering layers fshading and
fimage-formation as described in the paper.

1.1. Shading Layer

The shading layer is rendered with a spherical harmonics
illumination representation [6, 2, 7, 1].

The forward process is described by equations (3),(4),
and (5) in the main paper. We now provide the backward
process, i.e., the partial derivatives ∂Si
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where

c1 = 0.429043 c2 = 0.511664

c3 = 0.743125 c4 = 0.886227 c5 = 0.247708
(13)

1.2. Image Formation Layer

The forward process of the image formation layer (for
the foreground) is simply a per-element product (see equa-
tion (2) in the main paper), therefore the backward process
(partial derivatives) is:
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2. Quantitative Experiments
In order to evaluate the illumination estimation of our

network, we utilize the Multi-PIE [4] dataset where con-
trolled illumination is available1. We randomly sample
7,000 images with different identities and poses under 20
controlled light sources. We measure the variance of illu-
mination coefficients Li (i = 1, ..., 9) within an illumina-
tion condition. The average variance of a 3D Morphable

1Controlled illumination in this context means that the different sub-
jects have been illuminated under the same lighting conditions. Hence, the
correspondences across subjects for the same lighting is known, but the
actual lighting setup, or conditions are not known.
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Figure 1. Stability of illumination estimation using our network.
The illumination estimation from our network in the form of spher-
ical harmonics lighting coefficients is more stable, i.e., exhibits
less variance while measuring illumination of face images under
identical lighting in Multi-PIE [4], than the estimation from a least
squares morphable model.

Model with least square estimation is 0.36 while the aver-
age variance of our network is 0.16. In Fig. 1, we show
the average (among 20 lighting conditions and RGB) vari-
ance of each lighting coefficient. Note that our model is
only trained with CelebA dataset while the images from the
Multi-PIE datasets are only used for quantitative evaluation.

We evaluate the quality of our normal reconstruction vs.
a direct 3D Morphable Model (3DMM) fit. We create in-
put images for five different individuals (two women, three
men) using light stage data captured by Weyrich et al. [9].
We fit a 3DMM to these images and compute normals. We
also pass these image as inputs to our disentangling net-
work to get a normal reconstruction. In Fig. 2, we compare
the ground truth normals to our estimates and the 3DMM
normals. Even though our network was trained on normals
from morphable model fits, the additional reconstruction
losses enable it to expand beyond this subspace. This is es-
pecially apparent for the reconstruction of the two women,
whose faces look man-like in the 3DMM fits.

3. Additional Results
We present more face editing results, as well as relight-

ing results using our proposed method described in section
5.3 of the main paper.

Eye-glasses. Figure 4 shows results of wear eye-glasses.
For this experiment, we sample 2000 images from the
CelebA [5] of faces wearing eye-glasses as {xp} and 2000
images of faces not wearing eye-glasses as {xn}. We com-
pute the edits on the Ai manifold only, with λ = 0.02.

Since eye-glasses only affect the reflectance in the im-
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Figure 2. Comparison of normal reconstruction to ground truth.
Input images (a), and ground truth normals (b). Our reconstruction
and error (c,d). 3DMM fit and error (e,f)

age, no geometry or warping is associate with this edit-
ing, therefore the natural choice of manifold-to-be-edited
is ZAi

. We show in figure 5 a comparison of adding eye-
glasses via different manifolds (using same the λ = 0.02).
We notice that (1) editing ZNi

(Fig. 5-(c)) almost has no
effect on the image; (2) editing ZUV slightly aged the face
(Fig. 5-(d)), mainly since senior people are more likely to
wear eye-glasses; (3) manipulating all the manifolds leads
to changes in geometry and appearance (beards, nostrils and
shape of noses in Fig. 5-(e)); (4) editing through ZAi

gen-
erates faithful results of wearing eye-glasses and has little
effect on other attributes of the face.

Beards. In figures 6, 7, 8, we present additional results
of grow beard. For this experiment, we sample 2000 images
from the CelebA [5] of male faces with beard as {xp} and
2000 images of male faces without beard as {xn}. We com-
pute the traversal on the Ai manifold only, with λ = 0.03,
0.02, and 0.01 respectively.

Aging. Figures 9, 10, show additional results of aging.
We compute the traversal on manifoldsZAi , ZNi , andZUV ,
with λ = 0.05, 0.03, and 0.02 respectively.

Smiling. Figures 11, 12 show additional results of smil-
ing as described in Section 5.2 of the main paper. The data
is as described in the main paper. We compute the traversal
on manifolds ZNi

, and ZUV , with λ = 0.07, 0.05, and 0.03



(a) target (b) source (c) ours (d) SH (e) EPF
Figure 3. Comparison of re-lighting with spherical harmonics-
based radiance maps (SH) [8] and edge-preserving filters
(EPF) [3].

respectively.
Relighting. We present additional relighting results in

Fig. 13. In addition, in Fig. 3, we provide comparisons to
two previous techniques for re-lighting [8, 3]. Our results
apply to the full face, capture the target lighting, and have
fewer artifacts. Our general face editing technique is able to
produce results that are qualitatively similar, or even better
than other techniques specifically designed for this particu-
lar task.
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Figure 4. Adding eye-glasses to the input faces using our proposed method. Edits are computed on the ZAi manifold only and λ = 0.02.



(a) recon (b) ZAi
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(d) ZUV (e) all Zs
Figure 5. Comparison of adding eye-glasses via editing different manifold(s). Editing through ZAi generates faithful results of wearing
eye-glasses (b). Almost no effects show up when manipulating ZNi (c). Editing through ZUV slightly aged the face (d). Editing all three
manifolds (e) not only adds eye-glasses, but also changes shape and appearance of the face. λ = 0.02 for all results in this figure.
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Figure 6. Growing beard onto the input faces. Edits/traversals are computed on the manifold ZAi only with λ = 0.03, 0.02, and 0.01
respectively.
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Figure 7. Growing beard onto the input faces. Edits/traversals are computed on the manifold ZAi only with λ = 0.03, 0.02, and 0.01
respectively.
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Figure 8. Growing beard onto the input faces. Edits/traversals are computed on the manifold ZAi only with λ = 0.03, 0.02, and 0.01
respectively.



input

recon

λ = 0.05

λ = 0.03

λ = 0.02
(1) (2) (3) (4) (5) (6) (7) (8) (9)

Figure 9. Aging. Edits/traversals are computeg on manifolds ZAi , ZNi , and ZUV , with λ = 0.05, 0.03, and 0.02 respectively.
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Figure 10. Aging. Edits/traversals are computed on manifolds ZAi , ZNi , and ZUV , with λ = 0.05, 0.03, and 0.02 respectively.
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Figure 11. Smiling. Edits/traversals are computed on the manifolds ZNi and ZUV , with λ = 0.07, 0.05, and 0.03 respectively.
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Figure 12. Smiling. Edits/traversals are computed on manifolds ZNi and ZUV , with λ = 0.07, 0.05, and 0.03 respectively.
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Figure 13. Relighting. Transfer of the lighting condition from the source image to target images using the method described in Section 5.3
of the main paper.
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