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Supplement

This supplement presents further qualitative results of
our Novel Object Captioner (NOC) model on Imagenet im-
ages (in Sec. A), details pertaining to the quantitative results
on COCO held-out objects (in Sec. B), as well as the in-
terface used by Mechanical Turk workers comparing NOC
with prior work (in Sec. C).

A. ImageNet Qualitative Examples

We present additional examples of the NOC model’s de-
scriptions on Imagenet images. We first present some ex-
amples where the model is able to generate descriptions of
an object in different contexts. Then we present several ex-
amples to demonstrate the diversity of objects that NOC can
describe. We then present examples where the model gen-
erates erroneous descriptions and categorize these errors.

A.1. Context

Fig. 7 shows images of eight objects, each in two differ-
ent settings from ImageNet. Images show objects in differ-
ent backgrounds (Snowbird on a tree branch and on a rock,
Hyena on a dirt path and near a building); actions (Cari-
bou sitting vs lying down); and being acted upon differently
(Flounder resting and a person holding the fish, and Lychees
in a bowl vs being held by a person). NOC is able to capture
the context information correctly while describing the novel
objects (eartherware, caribou, warship, snowbird, flounder,
lychee, verandah, and hyena).

A.2. Object Diversity

Fig. 8 and Fig. 9 present descriptions generated by NOC
on a variety of object categories such as birds, animals, veg-
etable/fruits, food items, household objects, kitchen uten-
sils, items of clothing, musical instruments, indoor and out-
door scenes among others. While almost all novel words
(nouns in Imagenet) correspond to objects, NOC learns to

use some of them more appropriately as adjectives (‘chif-
fon’ dress in Fig. 8, ‘brownstone’ building and ‘tweed’
jacket in Fig. 9 as well as ‘woollen’ yarn in Fig. 4 (main
paper).

Comparison with prior work. Additionally, for compar-
ison with the DCC model from [1], Fig. 9 presents images
of objects that both models can describe, and captions gen-
erated by both DCC and NOC.

A.3. Categorizing Errors

Fig. 10 presents some of the errors that our model makes
when captioning Imagenet images. While NOC improves
upon existing methods to describe a variety of object cate-
gories, it still makes a lot of errors. The most common error
is when it simply fails to recognize the object in the im-
age (e.g. image with ‘python’) or describes it with a more
generic hyponym word (e.g. describing a bird species such
as ‘wren’ or ‘warbler’ in Fig. 10 as just ‘bird’). For objects
that the model is able to recognize, the most common er-
rors are when the model tends to repeat words or phrases
(e.g. descriptions of images with ‘balaclava’, ‘mousse’ and
‘cashew’), or just hallucinate other objects in the context
that may not be present in the image (e.g. images with
‘butte’, ‘caldera’, ‘lama’, ‘timber’). Sometimes, the model
does get confused between images of other similar looking
objects (e.g. it confuses ‘levee’ with ‘train’). Apart from
these the model does make mistakes when identifying gen-
der of people (e.g. ‘gymnast’), or just fails to create a co-
herent correct description even when it identifies the object
and the context (e.g. images of ‘sunglass’ and ‘cougar’).

Relevant but Minor Errors. Fig. 11 presents more ex-
amples where NOC generates very relevant descriptions but
makes some minor errors with respect to counting (e.g. im-
ages of ‘vulture’ and ‘aardvark’), age (e.g. refers to boy
wearing ‘snorkel’ as ‘man’), confusing the main object cate-
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Metric Model bottle bus couch microwave pizza racket suitcase zebra Avg.

F1
DCC 4.63 29.79 45.87 28.09 64.59 52.24 13.16 79.88 39.78
NOC (ours) 17.78 68.79 25.55 24.72 69.33 55.31 39.86 89.02 48.79

METEOR
DCC 18.1 21.6 23.1 22.1 22.2 20.3 18.3 22.3 21.00
NOC (ours) 21.2 20.4 21.4 21.5 21.8 24.6 18.0 21.8 21.32

Table 7. MSCOCO Captioning: F1 and METEOR scores (in %) of NOC (our model) and DCC [1] on the held-out objects not seen jointly
during image-caption training, along with the average scores of the generated captions across images containing these objects.

Model F1 (%) METEOR (%)
DCC with word2vec 39.78 21.00
DCC with GloVe 38.04 20.26
NOC (ours, uses GloVe) 48.79 21.32

Table 8. DCC and NOC both using GloVe on MSCOCO dataset.

gory (e.g. ‘macaque’ with ‘bear’ and person as ‘teddy bear’)
or makes minor word repetitions, and grammatical errors.

B. MSCOCO Quantitative Results
We present detailed quantitative results comparing DCC

and NOC on the 8 held-out objects.

B.1. F1 and METEOR

While Table. 1 (main paper) presents the F1 scores com-
paring the DCC model [1] and our NOC model for each
of the eight held-out objects in the test split, Table. 7 sup-
plements this by also providing the individual meteor scores
for the sentences generated by the two models on these eight
objects. In case of NOC, we sampled sentences (25) and
picked one with lowest log probability. Using, beam search
with a beam width of 1 produces sentences with METEOR
score 20.69 and F1 of 50.51. In Tables 2 and 3 (main pa-
per), all lines except the last line corresponding to NOC use
beam search with a beam-width of 1.

B.2. Word-embedding for DCC and NOC

One aspect of difference between NOC and DCC is
that NOC uses GloVe embeddings in it’s language model
whereas DCC uses word2vec embeddings to select similar
objects for transfer. In order to make a fair comparison of
DCC with NOC, it is also important to consider the set-
ting where both models use the same word-embedding. We
modify the transfer approach in DCC and replace word2vec
with GloVe embeddings. From Table. 8 we note that the
difference in DCC is not significant. Thus, the embeddings
themselves do not play as significant a role as the joint train-
ing approach.

B.3. Joint Training with Auxiliary Objectives

When performing joint training and considering the
overall optimization objective as the sum of the image-

specific loss, the text-specific loss and image-caption loss,
we can define the objective more generally as:

L = LCM + αLIM + βLLM (1)

where α and β are hyper-parameters which determine the
weighting between different losses. In our experiments set-
ting α = 1 and β = 1 provided the best performance on
the validation set. Other values of (α, β) ∈ {(1, 2), (2, 1)}
resulted in lower F1 and METEOR scores.

C. Mechanical Turk Interface
Fig. 12 presents the interface used by mechanical turk

workers when comparing sentences generated by our model
and previous work. The workers are provided with the im-
age, the novel object category (word as well as meaning)
that is present in the image, and two sentences (one each
from our model and previous work). The sentence gener-
ated by the NOC model is randomly chosen to be either
Sentence 1 or Sentence 2 for each image (with the other
sentence corresponding to the caption generated by previ-
ous work [1]). Three workers look at each image and the
corresponding descriptions. The workers are asked to judge
the captions based on how well it incorporates the novel
object category in the description, and which sentence de-
scribes the image better.

D. Future directions
One interesting future direction would be to create a

model that can learn on new image-caption data after it has
already been trained. This would be akin to [2], where af-
ter an initial NOC model has already been trained we might
want to add more objects to the vocabulary, and train it on
few image-caption pairs. The key novelty would be to im-
prove the captioning model by re-training only on the new
data instead of training on all the data from scratch.



A couple of earthenware sitting on 
top of a wooden table.

E
ar

th
en

w
ar

e

A earthenware sitting on a 
table with a plate of food.

C
ar

ib
ou

A caribou that is 
standing in the grass.

A caribou that is laying 
in the grass.

W
ar

sh
ip

A large warship is on the 

water.

A group of people standing 
around a large white warship.

Sn
ow

bi
rd

A snowbird bird perched 
on a branch of a tree.

A snowbird bird sitting on a rock 
in the middle of a small tree.

Fl
ou

n
de

r

A large flounder is resting 
on a rock

A man is holding a large 
flounder on a beach.

Ly
ch

ee

A bowl filled with lots of 
lychee and lychee.

A man holding a lychee and 
lychee tree.

V
er

an
da

h

A large building with a verandah 
and tropical plants in it.

A table with a verandah 
area and chairs.

H
ye

n
a

A hyena dog walking across 
a dirt road.

A hyena standing on a dirt 

area next to a building.

Figure 7. Examples showing descriptions generated by NOC for ImageNet images of eight objects, each in two different contexts. NOC is
often able to generate descriptions incorporating both the novel object name as well as the background context correctly.



B
ird

s

A osprey flying over a 
large grassy area.

O
ut

do
or

s

A large glacier with a 
mountain in the background.

A group of people are 
sitting in a baobab.

A small pheasant is 
standing in a field.

A table with a cauldron 
in the dark.

A man is standing on a 
beach holding a snapper.

A humpback is flying over 
a large body of water.

A woman is posing for a 
picture with a chiffon dress.

W
at

er
 A

ni
m

al
s

M
is

c

Fo
od

K
itc

he
n

A close up of a plate of 
food with a scone.

A large colander with a 
piece of food on it.

A dumpling sitting on 
top of a wooden table

A saucepan and a pot 
of food on a stove top.

Ve
hi

cl
es

In
st

ru
m

en
ts

La
nd

 A
ni

m
al

s

H
ou

se
ho

ld

A large metal candelabra 
next to a wall.

A black and white photo of a 
corkscrew and a corkscrew.

A snowplow truck driving 
down a snowy road.

A group of people standing 
around a large white warship.

A okapi is in the grass 
with a okapi.

A small brown and white 
jackal is standing in a field.

A man holding a banjo 
in a park.

A large chime hanging 
on a metal pole

Er
ro

rs

A chainsaw is sitting on a 
chainsaw near a chainsaw.

A man is sitting on a bike in 
front of a waggon.

A volcano view of a volcano 
in the sun.

A trampoline with a trampoline 
in the middle of it.

Figure 8. Examples of sentences generated by our NOC model on ImageNet images of objects belonging to a diverse variety of categories
including food, instruments, outdoor scenes, household equipment, and vehicles. The novel objects are in bold. The last row highlights
common errors where the model tends to repeat itself or hallucinate objects not present in the image.
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NOC: A shorebird bird 
standing on a water pond.

O
ut

do
or

s

NOC: A volcano view of a mountain 
with clouds in the background.

NOC: A brownstone building 
with a clock on the side of it.

NOC: A grouse is standing on a 
dirt ground.

NOC: A crocodile floats through 
the water edge of a body of water.

NOC: A swordfish sitting on a 
wooden bench in a city.

W
at

er
 A

ni
m

al
s

Fo
od

NOC: A plate of food with 
hollandaise sauce and vegetables.

NOC: A close up of a plate of 
food with falafel.

Sc
en

es

NOC: A woman standing in front of a 
cabaret with a large discotheque.

NOC: A parlour room with a 
table and chairs.

NOC: A small white and grey 
tarantula is sitting on a hill.

NOC: A dingo dog is laying in the 
grass.

A
ni

m
al

s

DCC: A plate of food with a fork 
and a hollandaise.

DCC: A plate of food with a 
fork and a falafel.

DCC: A woman standing in a room 
with a red and white background.

DCC: A large room with a 
large window and a table.

DCC: A large crocodile in a body 
of water.

DCC: A man is sitting on a bench 
in the water.

DCC: A black and white photo of 
a person on a white surface.

DCC: A dog laying on a wooden 
bench next to a fence.

DCC: A shorebird bird standing 
in the water near a body of water.

DCC: A man is sitting on a bench in 
the middle of a large volcano.

DCC: A red and white 
brownstone in a city street.

DCC: A grouse is standing in the 
middle of a small pond.

Ve
ge
ta
bl
es

NOC: A tree with a bunch of 
papaya hanging on it.

W
at
er

NOC: A steamship boat is sailing in 
the water.

NOC: A man standing on a boat 
holding a snapper in his hand.

NOC: A bunch of yam are laying 
on a table.

NOC: A woman in corset posing 
for a picture.

NOC: A woman standing next to a 
woman holding a boa.

C
lo
th
in
g

M
is
c.

NOC: A abacus sitting on a 
wooden shelf with a abacus.

NOC: A young child is holding a 
drumstick in a kitchen.

M
is
c.

NOC: A copier desk with a copier 
machine on top of it.

NOC: A spectrometer is sitting in 
a spectrometer room.

NOC: A man wearing a hat and  
wearing topcoat.

NOC: A man wearing a suit and tie 
with a tweed jacket.

C
lo
th
in
g

DCC: A abacus with a lot of 
different types of food.

DCC: A little girl is drumstick with 
a toothbrush in the background.

DCC: A laptop copier sitting on 
top of a table.

DCC: A white and white photo of a 
white and black photo of a white.

DCC: A woman holding a red and 
white corset on a woman.

DCC: A man holding a pink 
umbrella in a pink boa.

DCC: A man wearing a suit and 
tie in a suit.

DCC: A man wearing a suit and tie 
in a suit.

DCC: A papaya tree with a 
papaya tree.

DCC: A boat is docked in the water. DCC: A man standing on a boat 
with a man in the background.

DCC: A person holding a knife and 
a knife.

Figure 9. Examples comparing sentences generated by DCC [1] and our NOC model on ImageNet images of object categories that both
models can describe including food, animals, vegetables/fruits, indoor and outdoor scenes, and clothing. The novel objects are in bold.



Figure 10. Examples of images where the model makes errors when generating descriptions. The novel object is in bold and the errors
are underlined. NOC often tends to repeat words in its description, or hallucinate objects not present in the image. The model sometime
misidentifies gender, misrepresents the semantics of the novel object, or just makes grammatical errors when composing the sentence.



Figure 11. Some examples where NOC makes minor errors when describing the image. The novel object is in bold and the word or
segment corresponding to the error is underlined. Counting, repetitions, confusing object categories (e.g. ‘macaque’, ‘bear’), grammatical
errors, and hallucinating objects that are absent are some common errors that the model makes. However, the generated description is still
meaningful and relevant.



Figure 12. Interface used by mechanical turk workers when comparing captions/sentences generated by our NOC model with previous
work (DCC [1]). The workers are asked to compare on both Word Incorporation i.e. how well each model incorporates the novel object in
the sentence, as well as Image Description i.e. which caption describes the image better.
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