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Abstract

We investigate the problem of representing an entire video using CNN features for human action recognition. End-to-end learning of CNN/RNNs is currently not possible for whole videos due to GPU memory limitations and so a common practice is to use sampled frames as inputs along with the video labels as supervision. However, the global video labels might not be suitable for all of the temporally local samples as the videos often contain content besides the action of interest. We therefore propose to instead treat the deep networks trained on local inputs as local feature extractors. The local features are then aggregated to form global features which are used to assign video-level labels through a second classification stage. This framework is more robust to the noisy local labels that result from propagating video-level labels.

1. Introduction

Despite much effort and progress, deep convolutional neural networks (CNNs) and recurrent neural networks (RNNs) have yet to achieve the same success on video classification as they have on image classification. This can in large part be attributed to the following two differences between image and videos, differences which are key to deep-learning based approaches. First, videos are much larger in size and thus it becomes memory prohibitive to train and apply CNNs/RNNs at the video level. Second, it is very difficult to construct the large labeled video datasets required for training deep networks. Recent approaches \cite{14, 22, 23} circumvent these problems by learning on sampled frames or very short video clips (temporally local inputs\textsuperscript{1}) with video-level (global) labels.

\textsuperscript{1}local from here on will mean temporally local

However, video-level label information can be incomplete or even missing at frame/clip-level. This information mismatch leads to the problem of false label assignment. In other words, the imprecise frame/clip-level labels populated from video labels are too noisy to guide precise mapping from local video snippets to labels. To deal with this problem, a common practice is to sample multiple frames/clips from a video at testing time and aggregate the prediction scores of these sampled frames/clips to get the final results for that video. However, simply averaging the prediction scores, without another level of mapping, is not enough to recover the damages brought by false label assignment.

\textbf{Especially for long untrimmed videos} \cite{7, 4} in open domain, the problem become even more significant.

We instead compensate for the noisy labels by treating the deep networks trained on local inputs as feature extractors as shown in Figure 1. Local features extracted using the pre-trained networks are aggregated into global video-level features and another mapping function (e.g., a shallow network) is learned using the same dataset to assign video-level labels.

Our method is therefore related to the fine-tuning practices that are popular in image classification. The major difference is that we train our feature extraction networks with local data and with very noisy labels due to the false label assignment. We thus rely heavily on the shallow network to compensate for the suboptimal local feature learning.

Our method is also similar to the common practice of using networks pre-trained on the ImageNet image classification task to extract frame-level (local) features for video classification \cite{26, 9}. The main difference is that our local feature extractors (deep networks) are trained on the target dataset. Therefore, the features extracted from deep networks are in-domain. We don’t have the domain gap problem as we have in using the ImageNet trained deep networks.

We name our new class of local video features Deep LOcal Video Feature (DOVF).

In summary, DOVF is a class of local video features that are extracted from deep neural networks trained on local video clips using global video labels. In this paper, we in-
investigate the following design choices related to DOVF:

- From which layer(s) of the CNNs should the local features be extracted? Without further investigation, the only guidance we have is that we should avoid the probability layer as it is likely to severely overfit the noisy training data and thus result in a distribution that varies greatly between the training and test sets.

- What is the best way to aggregate the local features into video-level global features? We consider a number of feature aggregation methods such as mean pooling, max pooling, Fisher Vectors (FV) encoding, etc.

- How densely should the local features be extracted? Sparse temporal sampling would be preferred from an efficiency standpoint.

- How complementary is DOVF to traditional local features such as IDT [20]? The more complementary they are, the more opportunity there is for improvement by applying techniques that have been developed for traditional local features.

The remainder of this paper is organized as follows. We first provide some background on video features with an emphasis on recent work on learning with deep neural networks. We then describe the experimental settings we use to evaluate our framework on the HMDB51 and UCF101 datasets. We conclude with a discussion including potential improvements.

2. Related works

New video representations have typically been the main source of breakthroughs for video classification.

In traditional video representations, trajectory based approaches [20, 6], especially the Dense Trajectory (DT) and its improved form, IDT [19, 20], are the basis of current state-of-the-art hand-crafted algorithms. These trajectory-based methods are designed to address the shortcomings of image-extended video features. Their superior performance validates the need for motion feature representations. Many studies have tried to improve upon IDT due to its success and popularity. Peng et al. [11] enhanced the performance of IDT by increasing the codebook sizes and fusing multiple coding methods. Sapienza et al. [13] explored ways to sub-sample and generate vocabularies for DT features. Hoai and Zisserman [5] achieved superior performance on several action recognition datasets by applying data augmentation, modeling the score distributions over video subsequences, and capturing the relationships among action classes. Fernando et al. [3] modeled the evolution of appearance in video and achieved state-of-the-art results on the Hollywood2 dataset. [10] proposed to extract features from videos at multiple playback speeds to achieve speed invariance. However, these traditional, hand-crafted methods have recently started to become overshadowed by the rise of deep learning using neural networks.

Motivated by the success of CNNs, researchers have invested significant effort towards developing CNN equiva-
lents for learning video features. Several accomplishments have been reported from using CNNs for action recognition in videos [27, 25, 16, 29]. Karpathy et al. [8] trained deep CNNs using one million weakly labeled YouTube videos and reported moderate success using the network as a feature extractor. Simonyan and Zisserman [14] demonstrated a result competitive with IDT [20] by training deep CNNs using both sampled frames and stacked optical flow. Tran et al. [15] explored 3D CNNs to simultaneously learn spatiotemporal features without pre-computing optical flow. This allows them to achieve competitive performance at much faster rates. Wang et al. [21, 22, 23] provide insightful analyses on improving two-stream frameworks such as pre-training two-stream CNNs, using smaller learning rates, using deeper networks, etc. These improvements result in a CNN-based approach that finally outperforms IDT [20] by a large margin on the UCF101 dataset. These approaches, however, all rely on shot-clip predictions to determine the final video labels and do not use global features.

Two concurrent works [1, 12] on global features for action recognition have recently been posted on arXiv. Both propose new feature aggregation methods to pool the local neural network features to form global video features. Diba et al. [1] propose a bilinear model to pool the outputs of the last convolutional layers of pre-trained networks and achieve state-of-the-art results on both the HMDB51 and UCF101 datasets. Qiu et al. [12] propose a new quantization method similar to FV and achieve comparable performance to [1]. However, neither work provides detailed analysis of the local neural network features that are used. In this paper, we perform an extensive analysis and show that a simple max pooling can achieve similar or better results compared to much more complex feature aggregation methods such as those in [1, 12].

3. Methodology

In this section, we first review temporal segment networks [23], the architecture upon which our approach is built. We next describe our Deep Local Video Features (DOVF), methods for aggregating them to form global features, and the mapping of the global features to video-level labels. Finally, we provide our experimental settings.

3.1. Temporal Segment Networks

With the goal of capturing long-range temporal structure for improved action recognition, Wang et al. propose temporal segment networks (TSN) [23] with a sparse sampling strategy. This allows an entire video to be analyzed with reasonable computational costs. TSN first divides a video evenly into three segments and one short snippet is randomly selected from each segment. Two-stream networks are then applied to the short snippets to obtain the initial action class prediction scores. TSN finally uses a segmental consensus function to combine the outputs from multiple short snippets to predict the action class probabilities for the video as a whole.

Wang et al. [23] show TSN achieves state-of-the-art results on the popular action recognition benchmarks UCF101 and HMDB51. These results demonstrate the importance of capturing long-range temporal information for video analysis. However, the training of the local snippet classifiers is performed using the video-level labels. As noted earlier, these are likely to be noisy labels and will thus limit the accuracy of the snippet-level classification.

We there propose instead to use the snippet-level analysis for local feature extraction and add a second stage which maps the aggregated features to the video-level labels. The combination of DOVF and a second classification stage compensates for the suboptimal snippet-level classification that results from the noisy training dataset.

3.2. Deep local video feature (DOVF)

Instead of performing action recognition in a single step like [23, 1], our framework consists of two stages. In the first stage, deep networks (e.g., TSN) that have been trained with video-level labels to perform snippet-level classification are used as local feature extractors. In the second stage, the local features are aggregated to form global features and another classifier which has also been trained using the video-level labels performs the video-level classification.

The training of our classification framework proceeds as follows where each video \( V \) in the training set has ground truth action label \( p \). In the first stage, \( V \) is evenly divided into \( N \) segments, \( v_1, v_2, \cdots, v_N \) and one short snippet is randomly selected from each segment, \( s_1, s_2, \cdots, s_N \). These snippets are assigned the video-level labels and the snippets from all the training videos are used to train a two-stream CNNs (single RGB video frame and stack of consecutive optical flow images). The details on training the two-stream CNNs can be found in [22, 23]. Once trained, the network is used to extract local features, \( f_1, f_2, \cdots, f_N \) from a video.

In the second stage, the local features are aggregated into a global feature \( f_G \),

\[
f_G = G(f_1, f_2, \cdots, f_N)
\]

where \( G \) denotes the aggregation function. We explore different aggregation functions in Section 4.2. We then learn a classifier that maps the global feature \( f_G \) to the video label \( p \):

\[
p = M(f_G).
\]
<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Dimension</th>
<th>Type</th>
<th>Name</th>
<th>Dimension</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-1</td>
<td>fc8</td>
<td>101</td>
<td>FC</td>
<td>fc-action</td>
<td>101</td>
<td>FC</td>
</tr>
<tr>
<td>L-2</td>
<td>fc7</td>
<td>4096</td>
<td>FC</td>
<td>global_pool</td>
<td>1024</td>
<td>Conv</td>
</tr>
<tr>
<td>L-3</td>
<td>fc6</td>
<td>4096</td>
<td>FC</td>
<td>inception_5b</td>
<td>50176</td>
<td>Conv</td>
</tr>
<tr>
<td>L-4</td>
<td>pool5</td>
<td>25088</td>
<td>Conv</td>
<td>inception_5a</td>
<td>50176</td>
<td>Conv</td>
</tr>
<tr>
<td>L-5</td>
<td>conv5_3</td>
<td>100352</td>
<td>Conv</td>
<td>inception_4e</td>
<td>51744</td>
<td>Conv</td>
</tr>
</tbody>
</table>

Table 1. Names, dimensions and types of the layers that we consider in the VGG16 and Inception-BN networks for local feature extraction.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Spatial CNNs (%)</th>
<th>Temporal CNNs (%)</th>
<th>Two-stream (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VGG16 Inception-BN</td>
<td>VGG16 Inception-BN</td>
<td>VGG16 Inception-BN</td>
</tr>
<tr>
<td>L-1</td>
<td>77.8 83.9</td>
<td>82.6 83.7</td>
<td>89.6 91.7</td>
</tr>
<tr>
<td>L-2</td>
<td>79.5 88.3</td>
<td>85.1 88.8</td>
<td>91.4 94.2</td>
</tr>
<tr>
<td>L-3</td>
<td>80.1 88.3</td>
<td>86.6 88.7</td>
<td>91.8 93.9</td>
</tr>
<tr>
<td>L-4</td>
<td>83.7 85.6</td>
<td>86.5 85.3</td>
<td>92.4 91.4</td>
</tr>
<tr>
<td>L-5</td>
<td>83.5 83.6</td>
<td>87.0 83.6</td>
<td>92.3 89.8</td>
</tr>
<tr>
<td>TSN</td>
<td>79.8 85.7</td>
<td>85.7 87.9</td>
<td>90.9 93.5</td>
</tr>
</tbody>
</table>

Table 2. Layer-wise comparison of VGG-16 and Inception-BN networks on the split 1 of UCF101. The values are the overall video-level classification accuracy of our complete framework.

3.3. Experimental settings

We compare two networks, VGG16 and Inception-BN, for the local feature extraction. (We use networks trained by Wang et al. [22, 23].) We further compare the outputs from the last five layers from each network as our features. Table 1 shows the layer names of each network and the correspondent feature dimensions. We divide the layers into two categories: fully-connected (FC) layers and convolution (Conv) layers (pooling layers are treated as Conv layers). FC layers have significantly more parameters and are thus more likely to overfit the training data than the Conv layers. As shown, VGG16 has three FC layers while Inception-BN only has one.

Following the scheme of [14, 23], we evenly sample 25 frames and flow clips for each video. For each frame/clip, we perform 10x data augmentation by cropping the 4 corners and center along with horizontal flipping. A single feature is computed for each frame/clip by averaging over the augmented data. This results in a set of 25 local features for each video. The dimensions of local features extracted from different network/layer combinations are shown in Table 1.

We compare a number of local feature aggregation methods ranging from simple mean and maximum pooling to more complex feature encoding methods such as Bag of Words (BoW), Vector of Locally Aggregated Descriptors (VLAD) and Fisher Vector (FV) encoding. In order to incorporate global temporal information, we divide each video into three parts and perform the aggregation separately. That is, the first eight, middle nine and final eight of the 25 local features are separately aggregated and then concatenated to form the final global feature. This increases the final feature dimension by three. After concatenation, we perform a square root normalization and L2 normalization as in [10] on the global feature.

We use support vector machines (SVMs) to map (classify) the global features to video-level labels. We use a chi-square kernel and $C = 100$ as in [10] except for the FV and VLAD aggregated features where we use a linear kernel as suggested in [18]. Note that while we use SVMs to predict the video action labels, other mappings/classifiers, such as a shallow neural network, could also be used.

The spatial-net and temporal-net prediction scores of the two-stream network are fused with weights 1 and 1.5, respectively, as in [23].

4. Evaluation

In this section, we experimentally explore the design choices posed in the Introduction using the UCF101 and HMDB51 datasets.

UCF101 is composed of realistic action videos from YouTube. It contains 13,320 video clips distributed among 101 action classes. HMDB51 includes 6,766 video clips of 51 actions extracted from a wide range of sources, such as online videos and movies. UCF101 and HMDB51 both have a standard three split evaluation protocol. We report the average recognition accuracies over the three splits.

Our default configuration uses the outputs of the global_pool layer in the Inception-BN network as the local features due to this layer’s low dimension (3072 dimensions with global information encoding). It also uses maximum pooling to aggregate the local features to form the global features.
4.1. From which layer(s) should the local features be extracted?

We conduct experiments using both VGG16 and Inception-BN to explore which layers are optimal for extracting the local features. The video-level action classification accuracies on split 1 of UCF101 using different layers are shown in Table 2.

Layer L-2 from Inception-BN and layer L-4 from VGG16 give the best performance. These are the final convolution layers in each network which suggests the following three reasons for their superior performance. First, the convolution layers have far fewer parameters compared to the fully connected layers and thus are less likely to overfit the training data that has false label assignment problem. Second, the fully connected layers do not preserve spatial information while the convolution layers do. Third, the later convolution layers encode more global (spatial) information than the earlier ones. We conclude that extracting the local features from the final convolution layers is the optimal choice. We believe this finding helps explain why several recent works \cite{26, 1, 12} also choose the output of the final convolution layer for further processing.

Compared to the results of Wang et al. \cite{23}, from which we get the pre-trained networks, we can see that our approach do improve the performance on both spatial-net and temporal-net. However, the improvements from spatial networks are much larger. This larger improvement may be because that, in training local feature extractors, the inputs for spatial net are single frames while the input for temporal net are video clips with 10 stacked frames. Smaller inputs lead to larger chance of false label assignment hence larger performance gap compared to our global feature approach.

Previous work \cite{27, 9, 26} on using local features from networks pre-trained using the ImageNet dataset show that combining features from multiple layers can improve the overall performance significantly. We investigated combining features from multiple layers but found no improvement. This difference shows that fine-tuning brings some new characteristics to the local features.

In the remaining experiments, we use the output of the global pool layer from the Inception-BN network as it achieves the best performance.

4.2. What is the optimal aggregation strategy?

We consider six aggregation methods on split 1 of the UCF101 and HMDB51 datasets.

Given $n$ local features, each of which has a dimension of $d$, the six different aggregation methods are as follows:

- **Mean** computes the mean value of the $n$ local features along each dimension.
- **Max** selects the maximum value along each dimension.
- **Mean_{Std}**, inspired by Fisher Vector encoding, computes the mean and standard deviation along each dimension.
- **BoW** quantizes each of the $n$ local features as one of $k$ codewords using a codebook generated through $k$-means clustering.
- **VLAD** is similar to BoW but encodes the distance between each of the $n$ local features and the assigned codewords.


- **FV** models the distribution of the local features using a Gaussian mixture model (GMM) with \( k \) components and computes the mean and standard deviation of the weighted difference between the \( n \) local features and these \( k \) components.

For those feature aggregation methods that require clustering, we project each local feature into 256 dimensions using PCA and set the number of clusters as 256. This is similar to what suggested in [26] except we don’t break the local features into multiple subfeatures.

As can be seen in Table 3, maximum pooling (Max) achieves the best overall performance (two-stream network results). This result is different from that of [9] where mean pooling (Mean) performs better than maximum pooling (Max). It is also interesting that Mean_std consistently performs better than Mean. The more complicated encoding methods, BoW, FV and V-LAD, all perform much worse than simple pooling. We conjecture that extracting a larger number of local features for each video and dividing the features into lower dimension subfeatures as in [26] would likely improve the performance of the more complicated methods. This would, however, incur excessive computational cost and limit practical application.

We use maximum pooling in the remainder of the experiments.

### 4.3. How densely should the local features be extracted?

We vary the number of local features extracted from each video between 3 and 25. We also experiment with using the maximum number (Max) by extracting features for every frame/clip (for optical flow, we use a sliding window with step size equal to 1). The videos in HMDB51 and UCF101 contain 92 and 185 frames on average, respectively.

The results in Table 4 show that, after a threshold of around 15, the number of sampled frames/ clips does not have much of an effect on performance. Sampling 25 frames/ clips achieves similar performance to using them all. This is consistent with the observations in [9] and is likely due to the high level of redundancy between frames. However, since the videos in UCF101 and HMDB51 are quite short and the datasets are small, these results should be taken with a bit of caution.

### 4.4. Comparison with state-of-the-art

Table 5 compares our best performance with the state-of-the-art. We improve upon TSN [23], which forms the basis of our approach, by around 3% and 1% on HMDB51 and UCF101, respectively. Our results are also much better than both traditional IDT based methods [10] and the original Two-stream CNNs [14]. In comparison to TLE [1] and Deep Quantization [12], our maximum pooling achieves similar performance to their more complex bilinear models and FV-VAE framework. We also show the results of fusing our prediction scores with those from MIFS 2 using late fusion. For HMDB51, the improvement from fusing with MIFS is very significant and is more than 3%. The improvement for UCF101 is smaller as the accuracy is already saturated.

### 5. Conclusion

We propose an effective method for deriving global video features from local features extracted using CNNs. We study a set of design choices such as which layer(s) to extract the features from, how to aggregate them and how densely to sample them. Based on a set of experiments on the UCF101 and HMDB51 datasets, we conclude that 1) the local features should be extracted from the final convolution layer; 2) maximum pooling works better than other feature aggregation methods including those which need further encoding; and 3) a sparse sampling of around 15 frames/ clips per video is sufficient. While we propose plausible explanations for these conclusions, further investigation into DOVF is warranted. Also, the current two-stage approach only corrects the mistakes after it happens, we believe that a better way would be directly mapping a whole video into the global label, or so called end-to-end learning. Our future work will focus on these directions.
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