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#### Abstract

In this paper, a novel steganography algorithm based on an improved "Matrix Pattern" (MP) method is presented. In this process, firstly, an RGB image is divided into the non-overlapping square-sized blocks. Next, 95 dynamicsized unique matrix patterns are automatically generated using the 4th and 5th bit layers of the green layer of each block, which are assigned to 95 English keyboard characters. Then, the blue layer of each block is used for embedding secret messages by adding matrix patterns which are assigned to the characters of the secret message. The results show that this algorithm has a high resistance against steganalysis attacks, including Regular Singular (RS), Sample Pair (SP), and PVD based attacks. Furthermore, the proposed algorithm not only improves capacity by over $27 \%$ when compared to the existing method, but also results in a slightly better transparency of the stego-image.


## 1. Introduction

Transferring a secret message in an unsecure network channel is an important topic in information security. Two main techniques for improving security in unsecure communication are cryptography and information hiding. In cryptography, a secret message is changed in a way that a third party cannot read the message, and in information hiding, the secret message is hidden in a way that the third party cannot detect the existence of the secret message [1]. Steganography and watermarking are two subsets of information hiding. The first one is used for providing a secure channel in a network communication [2], while watermarking is used for preventing copyright infringement by hiding an invisible identification or a visible logo [3, 4].

The main components of a digital media information hiding system are the "cover," "secret message," "key" and "stego-media." In information hiding, a "cover" is an innocent digital media file that is used for carrying the secret message. The classic digital media files "covers" are video, image, voice and text [5]. However, in some new methods, smart phones [6], cloud storage services [7, 8, 9] and the Skype video traffic [10] are used for carrying the message. A message that the sender wants to send to the receiver side in a secure way through an unsecure channel is a "secret message." Also, "key" is an optional component which is used in some for increasing the security of the system. Lastly, "stego-media" is a media which contains the secret message [11]. In an information hiding system, the "secret message" will be hidden in the "cover" by using an embedding algorithm. Then, at the receiver side, the "secret message" will be extracted by using an extracting algorithm [11].
Images are one of the most popular covers in information hiding, because they have enough capacity for hiding a secret message (the "capacity" is the maximum size of message which can be embedded into the cover). Also, transmitting images through the Internet and local networks is common. Steganography algorithms in images are classified into three types: spatial domain, frequency domain, and adaptive steganography methods [11]. In spatial domain methods, the secret message is embedded by modifying pixel values. The most well-known steganography algorithm in this area is LSB (Least Significant Bit) [12, 13], which hides the secret image in the least signification bit layer of the image. In frequency domain methods, the secret message is hidden by modifying frequency coefficients of the cover image, like Outguess [14], and F5 [15]. In adaptive steganography, a pre-processing statistical analysis, like medical image processing [16], detects the most suitable areas of the cover image for hiding the secret message in both spatial and
frequency domains [11, 17, 18] like the Edge Adaptive method [19].

In this paper, an improved version of Matrix Pattern (MP) method [20] is presented, which operates on RGB images and embeds the secrets in the form of a text message. The main difference between the original and improved methods is based on matrix pattern generation. In previous MP work [20], 49 English keyboard characters are supported, while in this work, 95 characters can be used. Also, the capacity is improved by utilizing the image's green layer for generating a matrix pattern and the whole of the blue layer for hiding the secret message. While in previous work [20], some parts of the blue layer were used in the matrix pattern generation step, and the secret message cannot be embedded in those blue layer parts. In addition, in matrix pattern generation, instead of using four bit layers, two bit layers (the $4^{\text {th }}$ and $5^{\text {th }}$ ) are used, which has a direct relationship with improving both the capacity and transparency of the stego-image. Transparency is a measure for comparing cover image and stego-image. Also, there are other differences, which will be discussed in the comparison section (section 5).

The rest of this paper is structured as follows. In section 2 , related works are discussed. Then, the specifics of the proposed method are described in section 3. In section 4, evaluation results for selecting the best bit layers for hiding data, and capacity and resistance of the presented work against steganalysis attacks are shown. Next, the new MP algorithm is compared with the previous work. Finally, section 6 concludes our work.

## 2. Related work

In this paper, a novel image steganography algorithm is presented, based on MP work for hiding text message in an RGB image. In this part two related works including simple MP [20] and LSB-MP [21] are discussed briefly.

### 2.1. Simple Matrix Pattern

There are several steganography methods for hiding a message in an image. One of the methods is letter mapping [22], which considers a constant mapping table for 32 characters including 26 lower case alphabets and six nonalphanumeric symbols, which replace pixel values of the cover image by constant values of the table. Simple MP [20], is a steganography method which hides text message in a blue layer of an RGB image, as modification to blue layer is less perceptible for the human visual system. In this work, first the image is divided into $B \times B$ non-overlapping blocks. Then, instead of hiding the bit stream of the secret message in the least significant bits, 49 unique matrix patterns are generated from the texture of each block for 49 characters. After that, the $4^{\text {th }}$ to $7^{\text {th }}$ bit layers of the cover image are used for hiding the secret message. These 49 matrix patterns are then assigned to 49 characters including

26 English characters, 10 digit numbers, 12 keyboard nonalphanumeric symbols, and an end of message character.

In this paper 95 matrix patterns are generated which can support all the text messages which can be typed on a standard keyboard. Thus, in this work the secret message also can be a program, e.g., a compiler. The main algorithm of embedding and extracting steps of prior work [20] is similar. However, there are some differences that will be discussed in the following sections. Also, many changes occurred in the matrix pattern generation for improving the method, which is used at both sender and receiver sides. These changes make the new method more efficient and improve both the capacity and transparency of the proposed method; see the comparisons made in section 5 for more details.

### 2.2. LSB-MP

LSB-MP method [21], is an image steganography technique for hiding a secret message in an RGB image. This algorithm uses both 3-LSB and a simple MP at the same time for hiding a message in the same cover image. It should be noted that a simple MP and 3-LSB methods hide the secret message in the $4^{\text {th }}$ to $7^{\text {th }}$, and $1^{\text {st }}$ to $3^{\text {rd }}$ bit layers of the selected cover image, respectively. In the other words, this method is using seven out of eight bit layers of the blue layer of the cover image for hiding two kinds of media messages, or just a text message. The red and green layers of the cover image are used based on the 3-LSB method for hiding more information.

This work shows that any kind of steganography method which uses the LSB part of images for hiding message can be combined with MP algorithm for increasing its capacity.

## 3. Proposed method

As mentioned before, the proposed steganography method does not use a bit stream, and automatically generates unique matrix patterns for each English keyboard character. In section 3.1, the matrix pattern generation phase is described. Then, in section 3.2 the embedding step is introduced and, finally, in section 3.3 the extraction step is defined.

### 3.1. Matrix Pattern generation

In the MP method, first, the user selects two fixed sizes for blocks, $B \times B$, and matrix patterns, $t_{1} \times t_{2}$. Then, based on the selected block size, the image is divided into nonoverlapping blocks. Next, based on the random generation method, locations of blocks are being placed in a queue. Afterward, through the same steganography embedding phase which is explained later, the two selected size values are embedded into the first $64 \times 64$ block in the top left of the image, which has a $3 \times 2$ matrix pattern size. In the MP method, by analysis, they illustrated that the best block and
matrix pattern sizes are $64 \times 64$ and $3 \times 2$ [20]. Also, the locations of the blocks, in order from the queue, are hidden in this first block. These sizes and locations are all numbers; therefore, for generating matrix patterns, 10 numbers, one non-alphanumeric symbol for separating different sizes and locations, one null character and one "end of message" character are generated. In large images, the first $64 \times 64$ block is not enough for hiding sizes and locations. This is because each block has a limited capacity and, typically, in large images where many block locations must be hidden, one block is not enough. In this case, the pointer of the $64 \times 64$ block will be shifted 64 columns to the right, to hide these locations in the next block. If all the locations could not be hidden in the second block, the pointer will shift again, and this process will continue until all the essential keys, and locations become embedded.

It is important to notice that if any $B \times B$ blocks overlaps with this $64 \times 64$ block(s), they are ignored and their location is not hidden in the top left $64 \times 64$ block(s). After that, the first block in the queue will be selected and the red, green and blue layers of the block are separated. In the proposed method, green is utilized for generating unique matrix patterns, and blue is utilized for embedding secret messages based on the matrix patterns, each of which is assigned to an English keyboard character. The English keyboard characters that are supported by this method are 52 English alphabet letters, both uppercase and lowercase, 10 numbers, 32 non-alphanumeric symbols, one null character and one "end of message" character. Then, based on the $t_{l} \times t_{2}$ matrix pattern size selected by the user, the first top left matrix in the green layer, is selected for generating the first matrix pattern. In this paper notation $[g(i, j)]_{t 1 \times t 2}$ is used to denote this matrix.

For generating these matrix patterns, the first three bits of the matrix are ignored, because they are used in blind attacks based on bit flipping. Afterward, the first row of the matrix pattern is set to zero and, for producing the second row of the matrix pattern, the subtraction of the second and first row of the green matrix-cover is calculated. This procedure will continue until the subtraction of row $t_{1}-1$ from row $t_{1}$ of the green matrix-cover is computed. Equation (1) shows a subprogram for generating a matrix pattern.
$M P(i, j)=\left\{\begin{array}{lr}0 & i=0 \\ g(i, j)-g(i-1, j) & \text { Other }\end{array}\right.$
The matrix pattern which is created by equation (1) is denoted by $[M P(i, j)]_{t 1 \times t 2}$.

For producing the second matrix pattern, assigned to the second character, the starting point of the matrix-cover will shift one column to right, and the same process will resume for generating the next matrix pattern. This process will continue until all matrix patterns are generated for the 95 characters, or the pointer reaches the end of the row. If the

| 203 | 200 | 200 | 205 |
| :--- | :--- | :--- | :--- |
| 200 | 200 | 201 | 208 |
| 200 | 199 | 199 | 206 |
| 200 | 200 | 200 | 208 |
| 200 | 192 | 192 | 200 |

Figure 1: The left section is a cover matrix of green layer; the right one is the same matrix after ignoring first three LSB bits

| 0 | 0 |
| :---: | :---: |
| 0 | 0 |
| 0 | -8 |$\quad$| 0 | 0 |
| :---: | :---: |
| 0 | 0 |
| -8 | -8 |$\quad$| 0 | 0 |
| :---: | :---: |
| -8 | 8 |

Figure 2: Three $3 \times 2$ generated matrix patterns
pointer reaches the end of the row, it shifts one row down, and starts again from the leftmost column, until all the 95 characters get a unique matrix pattern. After each matrix pattern is produced, a checking process will identify if any other matrix patterns with similar values are produced sooner in the block or not. If there are any, they would be ignored and the pointer would shift one column to the right again.

The evaluation that will be discussed in section 4.2 shows that using the $4^{\text {th }}$ and $5^{\text {th }}$ bit layers for producing matrix patterns produces better results. Therefore, if there is at least one value higher than " 24 " or lower than " -24 " in the generated matrix pattern, it will be ignored. In other words, if the $4^{\text {th }}$ bit, which has value 8 , and the $5^{\text {th }}$ bit, which has value 16 , change then the maximum value change is " 24 ", or " -24 ". Notice that, in the first step, the first three bits of each pixel in the green layer of the block are ignored. Thus, in this algorithm for generating matrix patterns, only the $4^{\text {th }}$ and $5^{\text {th }}$ bits of these pixels are used. Also, if the matrix pattern generation algorithm could not assign matrix patterns to all 95 keyboard characters by using the green layer of the block, it means that this block is useless and no characters will be hidden in this block during the embedding phase. Therefore, the next block in the queue will be selected for embedding information.

In the left part of Fig. 1, a sample $3 \times 4$ matrix from the green layer of a cover image is shown. The right part of Fig. 1 indicates the matrix after ignoring the first three LSB bits. Three different $3 \times 2$ matrix patterns which are generated based on the proposed method from the right part of Fig. 1 are shown in Fig. 2.

### 3.2. Embedding phase

In the embedding step, the blue layer of the chosen block is selected. Then, the matrix pattern which is assigned to the first character of the secret message is found in the matrix pattern database of the block. For embedding this pattern, the first top left $t_{1} \times t_{2}$ matrix of the blue layer of the block will be chosen; $[b(i, j)]_{t 1 * t 2}$ indicates this matrix. For producing the "stego-matrix," the first row of the blue matrix has no change. To attain the values of the second row, the values of the first row of the "stego-matrix" are

| 159 | 160 |
| :---: | :---: |
| 159 | 159 |
| 161 | 159 | | 0 | 0 |
| :---: | :---: |
| 0 | 8 |
| -8 | -8 |$\quad$| 159 | 160 |
| :---: | :---: |
| 159 | 168 |
| 151 | 160 |

Figure 3: Left section is a $3 \times 2$ cover-matrix, middle section is the matrix pattern, and right section is the "stego-matrix"
added to the values of the second row of the matrix pattern. This process will continue until the $t_{l}$ row of the "stegomatrix" is produced; this is done by adding the $t_{1}-1$ row of the "stego-matrix" to the $t_{l}$ row of matrix pattern. The subprogram of the embedding step is shown in equation (2). In this equation, the $[M P(i, j)]_{t 1 \times t 2}$ is embedded in the $[b(i, j)]_{t 1+t 2}$.

$$
\operatorname{Em}(i, j)=\left\{\begin{array}{lc}
b(0, j) & i=0  \tag{2}\\
\operatorname{Em}(i-1, j)+M P(i, j) & \text { Other }
\end{array}\right.
$$

Values of the "stego-matrix" in the blue layer are illustrated by $[E m(i, j)]_{11 * 2}$, which is produced by equation (2). For hiding the second matrix pattern, the pointer will shift $t_{2}$ columns to right. This process will continue until it reaches the end of the row. Then, it will shift $t_{l}$ row down, and it will move to the leftmost $t_{1} \times t_{2}$ matrix in a new row. This process will continue for embedding all the secret message characters, and if the space of the block is not enough, the process will go on with the next block(s) in the queue with their own unique matrix patterns. Finally, when all the characters are embedded in the blocks, the matrix pattern assigned to the "end of message" will be hidden.

The left part of the Fig. 3 shows a sample of $3 \times 2$ covermatrix. The middle section in Fig. 3 is the matrix pattern which should be hidden. The right section of Fig. 3 is the "stego-matrix" which will be replaced by the sample covermatrix.

In this embedded system if the difference between the first row in the cover-matrix and other rows would be large (i.e., an edge), then such an addition would modify adjacent rows too greatly. However, this case happens infrequently in natural images and it should be noticed that changing value of pixels in edge part of the cover image is not detectable. There are some steganography algorithms, like PVD (Pixel Value Differencing) [23], which hides the secret message in the edge part of the image by changing pixel's values by a large amount. In this method, if pixel overflow happens during the hiding of a matrix pattern, a special matrix pattern with all zero values is hidden, instead of the real matrix pattern. This is because, it is impossible for a matrix pattern with all zero values to change pixels to values higher than 255 or less than 0 . In addition, because it is a pre-defined matrix pattern, if during the matrix pattern generation phase a matrix pattern with all zero values is generated, it will be ignored. This pre-defined matrix pattern is not included in the 95 matrix patterns that are generated during the matrix pattern generation phase.


Figure 4: Diagram of proposed information hiding method
Finally, if the entire secret message cannot be embedded completely in all the blocks of the image, the program will show how many characters are hidden and how many are left. The secret message embedding process is shown in Fig. 4.

### 3.3. Extracting phase

To extract the secret message from the stego-image on the receiver side, first, the program detects the size of both the blocks and the matrix patterns, as well as the order of the block locations. These values are embedded in the first $64 \times 64$ block(s) on the top left of the image by $3 \times 2$ matrix patterns. Extracting these values is same as the extraction phase which is explained ahead. Next, the extracted block locations are placed in order in a queue, the first block in the queue is chosen, and the three layers of the RGB block are separated. Then, using the green layer of the block and the size of the matrix patterns that were detected from the first $64 \times 64$ block(s), the 95 unique matrix patterns of this block are generated by using equation (1), which was discussed in the "matrix pattern generation" part, section 3.1 .

To detect the hidden message, after generating the matrix patterns, first the blue layer of the "stego-block" is separated. Next, to detect the first hidden matrix pattern, the first $t_{1} \times t_{2}$ matrix on the top left of the blue layer of the "stego-block" is selected. Here, the first row of the matrix pattern is assumed to be zero and, to detect the $2^{\text {nd }}$ row of the hidden matrix pattern, the subtraction of the $2^{\text {nd }}$ row from the $1^{\text {st }}$ row of the "stego-block" is calculated. Then, to attain the $3^{\text {rd }}$ row of the matrix pattern, the subtraction of the $3^{\text {rd }}$ row from the $2^{\text {nd }}$ row of the "stego-matrix" is calculated. This process will continue until the subtraction of $t_{l}-1$ from $t_{l}$ row is calculated, to extract the values of the $t_{l}$ row of the hidden matrix pattern. Equation (3) indicates a subprogram that is used for extracting matrix patterns assigned to an English, number or non-alphanumeric symbol keyboard character.
$E x(i, j)=\left\{\begin{array}{lr}0 & i=0 \\ E m(i, j)-E m(i-1, j) & \text { Other }\end{array}\right.$
In Equation (3), "Ex" refers to the extracted matrix pattern, and "Em" is the "stego-matrix" shown as $[E m(i, j)]_{t 1 * t 2}$. Also, the notation $[E x(i, j)]_{t 1 * t 2}$ indicates the extracted matrix pattern, which is same as one of the generated matrix patterns in a block.

Then, the pointer of the matrix will shift $t_{2}$ columns to right, to extract the second matrix pattern and the hidden character. This process will continue until the pointer reaches the end of the column. Afterward, it will shift $t_{1}$ rows down and start again from the leftmost $t_{1} \times t_{2}$ matrix in the new row of the block. In this work, each extracted matrix pattern from the blue layer is assigned to the keyboard character that is hidden in each $t_{1} \times t_{2}$ matrix. If a matrix pattern with all zero values is extracted, it will show that no character is hidden in this matrix, and the pointer will move $t_{2}$ columns to right to extract the next character. This trend will continue until all the hidden characters in the block are extracted. Then, the next block in the queue will be selected, and the same process will go on until it detects the "end of message" character in one of the blocks. If all the blocks of the image that were in the queue be used in the embedding phase, the "end of message" character would not be hidden in any matrix of the blocks.

## 4. Implementation and evaluation

In the first part of this section there is a discussion about the implementation, inputs and outputs of the proposed steganography method. In the next section, the most suitable bit layers for producing matrix patterns are evaluated through different analyses. Then, the maximum number of characters is embedded in some sample images, to show the maximum capacity and resistance of this work against steganalysis attacks.

### 4.1. Proof of concept implementation

MATLAB R2016b package is used for implementation and evaluation of our proposed method. The inputs of this steganography algorithm are two values, which are selected by the user on the sender side. The first value is the size of the square block, which is $B \times B$, and the other value is the size of the matrix pattern, which is $t_{l} \times t_{2}$. Then, order of blocks based on the random generator are placed in a queue. Also, the user selects an RGB image as a cover, and a secret message for embedding in the selected cover image. In this work, the secret message can be a text message composed of both the English and non-alphanumeric symbols of the keyboard, which can be even a program or compiler. The output of this system is an image, stego-image. At the receiver side, the produced stego-image is the input to the steganography system, and the output of the program would be a visible secret message, if existing, extracted from the stego-image.

In this program, the input image can be in any available image format which has three layers. However, the stegoimage can only be in the PNG, Bitmap or TIFF format. The program cannot produce a stego-image with JPEG or JPEG2000 formats, because this steganography method hides data in the spatial domain of the image and, during lossy compression, the embedded message would be destroyed.

### 4.2. Matrix Pattern evaluation

In the paper where MP was originally introduced [20] the $4^{\text {th }}$ through the $7^{\text {th }}$ bits of pixels were used for producing matrix patterns. It should be noticed, that using less significant bits in MP work can improve transparency, because the stego-image is changed less frequently when compared to the "cover-matrix." Furthermore, in this method, using less significant bits can also develop the capacity of the proposed algorithm; because, as discussed in section 3.2, the values of the matrix patterns are added to the pixels of the blue layer of the cover image and, during this process, it is possible that the value of one of the pixels may become higher than 255 or less than 0 . This would cause that matrix to become useless for embedding secret characters. In general, if the values of the matrix patterns change in higher significant bits, the probability of pixel overflowing will increase. However, if the number of bit layers decreases, it is probable that generating 95 unique matrix patterns will not be possible and the whole block will become ineffective.

In this evaluation, 13 different images, including "Airplane," "Arctichare," "Baboon," "Cat," "Fruits," "Girl," "Lena," "Monarch," "Peppers," "Pool," "Sails," "Tulips" and "Watch," are evaluated. These images, in PNG format, are selected out of the image database "Public-Domain Test Images for Homeworks and Projects" at the University of Wisconsin Madison [24], as these
images were used as sample images in earlier LSB-MP work [21]. In this evaluation, the values of the block and matrix pattern size, are established as $64 \times 64$ and $3 \times 2$, respectively. As mentioned earlier, the best block and matrix pattern sizes are $64 \times 64$ and $3 \times 2$ based on previous results [20]. The secret message in this evaluation is large enough that all the blocks are used for hiding it.

Then, our algorithm is tested with different bit layers, by embedding the maximum number of characters that can be hidden in these 13 images. Firstly, this method is evaluated by using the $4^{\text {th }}$ to $7^{\text {th }}$ bits of pixels, like the simple MP work [20]. Then, it is analyzed by using the $4^{\text {th }}$ through $6^{\text {th }}$ bit layers. In the next analysis, the method is evaluated by using the $4^{\text {th }}$ to $6^{\text {th }}$ bit layers again, but this time if one change happens in the $6^{\text {th }}$ bit layer of the pixels, the other two bit layers cannot change. In the next analysis, only the $4^{\text {th }}$ and $5^{\text {th }}$ layers are used for generating matrix patterns. Finally, only one of the $4^{\text {th }}$ or $5^{\text {th }}$ bit layers can change. The results of these experiments are shown in Table (1). As can be seen, the maximum possible changes (maximum value of matrix patterns' elements) for these steps are $120,56,32$, 24,16 and their negative equivalents, respectively. For comparing this steganography method with different bit layers, the average maximum capacity and average PSNR (peak signal to noise ratio) play key roles.

To compute PSNR, initially, the brightness is derived by equation (4) [25, 26], which is famous as a luminance formula [27], and was used in previous MP and LSB-MP works [20, 21]. In this equation " $r$," " $g$ " and " $b$ " are respectively the red, green and blue layers of an image, and " $B$ " is the brightness.
$B(P(r, g, b))=\left(0.2126^{*} r\right)+\left(0.152^{*} g\right)+\left(0.0722^{*} b\right)$
Then, the mean square error (MSE) of the brightness of the cover image and stego-image is calculated by using equation (5). In this equation, " $n$ " and " $m$ " are the column size and row size of the images, while " $P$ " and " $S$ " represent the "cover image" and stego-image, respectively.
$M S E=\frac{1}{m n} \sum_{i=1}^{n} \sum_{j=1}^{m}[B(I(i, j))-B(S(i, j))]^{2}$
Finally, PSNR is calculated by equation (6).
$\operatorname{PSNR}(I, S)=20 \cdot \log _{10}(255 / \sqrt{M S E(I, S)})$
PSNR measures transparency in an image; for example, if PSNR value is more than 30, any changes in the image cannot be identified by the human eye [26, 28, 29].

In addition, resistance to "Regular Singular" (RS) [30] and "Sample Pair" (SP) [31, 32] attacks by using "Steganography_Studio1.0.1" [33] is computed. The measures of the RS and SP attacks are based on the

Table 1: Results of the proposed method based on using different bit layers for matrix pattern generation

|  | Avg. <br> Capacity | Avg. <br> PSNR | Avg. <br> $\boldsymbol{R S S}$ | Avg. <br> SP | Fail <br> Block |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [chrs] | [dB] | [\%] | [\%] |  |  |
| 4 to 7 6 | 39330.31 | 45.28 | 5.88 | 4.84 | $126 / 1062$ |
| (4 to 5) or 6 | 40468.38 | 45.92 | 3.48 | 6.14 | $123 / 1062$ |
| 4 to 5 | 43437.92 | 46.87 | 3.62 | 6.35 | $135 / 1062$ |
| 4 or 5 | 42777.38 | 47.14 | 3.47 | 6.23 | $135 / 1062$ |
|  |  |  | 3.66 | 6.27 | $171 / 1062$ |

probability that these attacks predict an image as a stegoimage. Also, the number of blocks that were useless and could not hide any messages is divided by the total number of blocks in the image which is shown in Table (1) under the "Fail Block" column. The results shown in Table (1) are rounded to two decimal points.

According to this table, using the " $4^{\text {th }}$ to $5^{\text {th } " ~ b i t ~ l a y e r s ~}$ not only has the best capacity result, but it also has a better PSNR in comparison with three of the other layers, when the message is hidden in the entire image. The " $4^{\text {th }}$ or $5^{\text {th } " ~}$ group only has a better PSNR than the " $4^{\text {th }}$ to $5^{\text {th" }}$ group because it contains less embedded messages. In addition, all the groups have a good and acceptable resistance against these two steganalysis methods. Thus, in this work for matrix pattern generation, the " $4^{\text {th }}$ to $5^{\text {th" }}$ bit layers are used; this means that the values in the generated matrix pattern can be $0,8,-8,16,-16,24$ and -24 .

### 4.3. Proposed method evaluation

The maximum number of characters that can be embedded in the $B \times B$ block, through the $t_{1} \times t_{2}$ matrix pattern size, is calculated by equation (7).
$M a x_{\text {Capacity }}=$ floor $\left(B x B / t_{1} x t_{2}\right)$
If the sizes of block and matrix pattern are $64 \times 64$ and $3 \times 2$ correspondingly, then 682 characters can be hidden in each block. However, it is possible that fewer characters can be hidden in the block if, during the embedding phase, pixel overflowing happens. Thus, the number of characters which can be hidden in each block is dynamic and it can be between zero to Max Capacity in equation (7).

Table (2) indicates the results of the proposed steganography technique for the selected 13 images, with maximum capacity, PSNR (when the whole image is used for hiding), and probability of detection, based on the RS and SP steganalysis methods for each image; values in this table are rounded to two decimal points. Based on Table (2), RS and SP steganalysis attacks are not successful in detecting these stego-images. Also, it shows that the proposed method has a fine PSNR and does not changes pixels in a noticeable way when the entire image is used for embedding secret messages. Moreover, the average and

Table 2: Results of maximum embedding in 13 different images

|  |  | Capacity <br> [chrs] | PSNR <br> [dB] | $\boldsymbol{R S}$ <br> [\%] | $\boldsymbol{S P}$ <br> [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Firplane | 34618 | 48 | 1.19 | 5.15 | Fail <br> block |
| Arctichare | $18431 / 64$ |  |  |  |  |
| Baboon | 40676 | 40.78 | 3.063 | 2.4 | $10 / 54$ |
| Cat | 45736 | 44.89 | 3.63 | 29.72 | $0 / 64$ |
| Fruits | 39778 | 47.36 | 2.48 | 2.93 | $5 / 77$ |
| Girl | 42215 | 49.06 | 1.36 | 1.81 | $2 / 64$ |
| Lena | 42336 | 48.33 | 5.1 | 7.19 | $0 / 64$ |
| Monarch | 38808 | 46.59 | 0.85 | 1.97 | $37 / 96$ |
| Peppers | 38147 | 47.44 | 5.84 | 5.69 | $0 / 64$ |
| Pool | 10509 | 51.39 | 9.18 | 9.2 | $10 / 35$ |
| Sails | 63721 | 44.42 | 7.55 | 8.73 | $0 / 96$ |
| Tulips | 59829 | 45.72 | 2.41 | 3.57 | $0 / 96$ |
| Watch | 89889 | 47.62 | 0.22 | 0.14 | $34 / 192$ |
| Average | 43437.92 | 47.14 | 3.47 | 6.23 | $135 / 1062$ |

total capacity of these images are " 43437.92 " and " 564693 " characters, respectively. This means that, on average, each useful block can hide " 609.18 " characters.

Another steganalysis attack used for evaluation in this method is an attack which can detect a stego-image based on the PVD steganography method [34]. The PVD method hides data by subtraction of neighboring pixels [23]; therefore, testing the proposed data hiding method, which has the same trait for embedding characters, is necessary. Based on this attack, the difference of neighboring pixels is calculated and illustrated through a histogram. Natural images have a Gaussian-shaped histogram, but if data is hidden in them by the PVD method, the Gaussian shape will be changed. Fig. 5.a, and 5.b show the cover and stegoimage of "Fruits" by maximum capacity, respectively. Also, Fig. 6.a, and 6.b indicate the histogram attack based on the PVD, which is applied on the cover and stego-image of "Fruits," correspondingly. Fig. 6.b shows the stegoimage based on this attack has the Gaussian shape. Thus, it seems unlikely that this attack can detect the stego-image when all the blocks are used for hiding.

## 5. Comparison

In this section, the proposed method is compared to earlier MP work [20]. First, the differences between these two algorithms are listed below:

1) In previous work, 49 matrix patterns were generated, but in this algorithm 95 unique matrix patterns are assigned to 95 English, number and non-alphanumeric symbol keyboard characters. As all the keyboard characters are supported by this method, the secret message can be a program in a computer programming language.
2) In earlier methods, selecting blocks was based on a seed and pseudo-random generator, but in this work, a truly random generator is used. As the order of blocks sent is


Figure 5.a: "Fruits" as a cover image


Figure 5.b: "Fruits" as a stego-image by hiding "39778" characters.


Figure 6.a: Histogram of PVD attack apply on the cover image


Figure 6.b: Histogram of PVD attack apply on the stego-image
fixed by method, it provides a condition that in the future works, the best blocks can be selected instead of using pseudo random generator in both side.
3) The previous algorithm used four bit layers, the $4^{\text {th }}$ to $7^{\text {th }}$, for information hiding, while this recent version uses the $4^{\text {th }}$ and $5^{\text {th }}$ bit layers, which has a direct relationship with improving both capacity and transparency simultaneously.
4) In the MP method, the intensity of each block was used for producing different matrix patterns, and then the remainder of the blue layer of selected block was used for embedding. However, in our algorithm, the green and blue layers are applied for matrix pattern generation and hiding secret information, correspondingly. Thus, the whole blue layer is used for hiding purposes.
5) In the earlier method, in the MP work for generating matrix patterns, when one row was finished, it would shift $t_{l}$ rows down, but in this algorithm, it just shifts one row down. This process has a vital effect for generating 95 unique matrix patterns.
6) Lastly, block and matrix pattern sizes by the seed of pseudo random generator was hidden in the first $48 \times 48$ block and $3 \times 3$ matrix pattern size. However, in this work size of selected block and matrix pattern by user and the orders of selected blocks are hidden in the first $64 \times 64$ block(s), by $3 \times 2$ matrix pattern size.

For comparing these two methods, the maximum possible number of characters which is hidden in these 13 images with the earlier MP method is computed. The average results of maximum capacity, PSNR, detectability by RS, and SP attacks are " 34139.15 ," " 46.25 ," " 3.47 " and "5.75," respectively. According to the Table (2) and these results, and [21], the new algorithm embedded $27.24 \%$ more characters than the earlier method. Furthermore, although it hides more characters, it also has a slightly better transparency and it improves PSNR by approximately 3 percent. Using the entire blue layer for embedding has a direct relationship with capacity improvement, and utilizing two bit layers instead of four bit layers plays a key role in having a better PSNR. Also, both algorithms have high resistance against RS and SP steganalysis attacks, as well as the same resistance against RS.

## 6. Conclusion and future work

In this paper, a steganography method is presented, based on matrix patterns for embedding secret messages in the form of text. In this method, initially, the image is divided in non-overlapping $B \times B$ blocks. Then, blocks are placed in a queue by using a random generator. Next, instead of hiding bit streams of secret messages, it generates 95 unique matrix patterns from the green layer of each block for 95 English, number and non-alphanumeric symbol keyboard characters. In the embedding phase, based on the secret message, these matrix patterns are added to the blue
layer of the blocks through a special process. For extracting, on the receiver side, the same process must be reversed. Evaluation results show that the proposed method has a high capacity and PSNR; also, they show its resistance against some well-known steganalysis attacks, such as RS, SP and the PVD histogram attacks. Finally, as compared to the similar MP method, results illustrate not only that the new method improves capacity by more than 27 percent, but that it also improves PSNR by nearly 3 percent.

In future work, the proposed solution can be extended to select blocks from the most to the least suitable. Also, generating 256 matrix patterns makes the method able to hide all kindes of digital media as a secret message.
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