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Abstract

Face recognition systems are susceptible to presentation

attacks such as printed photo attacks, replay attacks, and

3D mask attacks. These attacks, primarily studied in visible

spectrum, aim to obfuscate or impersonate a person’s iden-

tity. This paper presents a unique multispectral video face

database for face presentation attack using latex and pa-

per masks. The proposed Multispectral Latex Mask based

Video Face Presentation Attack (MLFP) database contains

1350 videos in visible, near infrared, and thermal spec-

trums. Since the database consists of videos of subjects

without any mask as well as wearing ten different masks,

the effect of identity concealment is analyzed in each spec-

trum using face recognition algorithms. We also present the

performance of existing presentation attack detection algo-

rithms on the proposed MLFP database. It is observed that

the thermal imaging spectrum is most effective in detecting

face presentation attacks.

1. Introduction

The ability to correctly identify an individual based on

their facial features has led to its usage in diverse appli-

cations ranging from border control to banking. Over the

last decade, face recognition has gained widespread atten-

tion due to extensive usage in mobile phone authentication

and surveillance applications. The advent of deep learn-

ing algorithms has further increased the performance of face

recognition systems, which in turn, has led to its increased

usage in commercial applications and access control envi-

ronments.

With increasing usage of face authentication systems,

presentation attacks are becoming a serious point of con-

cern, particularly for unmanned applications such as ATM

machines. As faces are easy to acquire without the subject’s

consent or awareness, impersonating someone’s identity is

easy [14]. Similarly, identity hiding is also less challenging

with the usage of 3D hard masks [8] or more sophisticated

silicone masks [13]. In 2016, ISO/IEC 30107 standards for
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Figure 1: Showcasing the problem of unconstrained face

presentation attack using 3D latex masks.

presentation attack detection (PAD) [10] also highlighted

this aspect:

“Since the beginning of these technologies, the possibil-

ity of subversion of recognition by determined adversaries

has been widely acknowledged, as has the need for coun-

termeasures to detect and defeat subversive recognition at-

tempts, or presentation attacks.”

Face presentation attacks, particularly with 3D masks,

can be classified into two broad categories: (i) evasion,

where the key aim is face obfuscation or identity conceal-

ment and (ii) impersonation, where the objective is to im-

personate the identity of another individual. Most of the

existing databases used in PAD are prepared in visible spec-

trum under controlled environment, except a few recent

databases. Table 1 presents a summary of recent 3D mask

databases used in face PAD literature along with their char-

acteristics.
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Table 1: Existing datasets available in the literature for face presentation attack detection. * denotes the number of subjects

utilized for the presentation attack detection experiments.

Database (Year)
No. of

Subjects

No. of

Samples

2D

Masks

3D Masks

(Hard/Latex/

Silicone)

Varying

Acquisition

Environment
Videos

Multispectral

(Wavelength in

nm)

3DMAD (2013)

[8]
17 255 × Hard × X ×

3D Mask (2016)

[12]
12 1,008 × Hard X X ×

msspoof (2016)

[4]
21 4,494 × (Print) × X × X(VIS and NIR)

SWIR (2016)

[21]
5* 141 × (Print)

Silicone and

Latex
× ×

X(935, 1060,

1300, and 1550)

EMSPAD (2017)

[19]
50 14,000 × (Print) × X ×

X(7 bands:

425-930)

SMAD (2017)

[13]
– 130 × Silicone X X ×

Proposed MLFP

(2017)
10 1,350 X Latex X X

X(VIS, NIR, and

Thermal)

In the literature, thermal imagery has shown promising

results for detecting disguise variations [7], [18]. Further,

Pavlidis and Symosek [18] suggest that near-infrared spec-

trum can also help in detecting makeup and disguise ac-

cessories. Inspired from these existing research on facial

disguise, it is our hypothesis that near-infrared and ther-

mal spectrum can help in detecting 3D mask based face

presentation attacks. In order to understand the impact of

spectrums in detecting mask based presentation attacks, we

prepare a novel database, named as Multispectral Latex

Mask based Video Face Prepresentation Attack (MLFP)

database in this research. Samples of the database captured

in different scenarios are shown in Figure 1. To the best

of our knowledge, the proposed database is the first pub-

lic face presentation attack database which contains videos

in three different spectrums: visible (VIS), near-infrared

(NIR), and thermal. The database contains 1,350 videos

with presentation attacks using latex and paper masks (eva-

sion/obfuscation scenarios) in both indoor and outdoor en-

vironments. We investigate the efficacy of existing PAD ap-

proaches in varying spectrums. The database will be made

publicly available to the research community1.

Next, we present the details of the MLFP database fol-

lowed by the experimental analysis of mask based obfusca-

tion on face recognition algorithms in Section 3. Section 4

presents the baseline results of existing presentation attack

detection algorithms followed by concluding remarks.

1http://iab-rubric.org/resources.html

Table 2: Characteristics of the Multispectral Latex Mask

based Video Face Presentation Attack (MLFP) database.

No. of Spectrums 3 (VIS, NIR, & Thermal)

Types of Masks Latex (7) and Paper (3)

No. of Videos 1,350

Types of Videos Real (150) and Attack (1,200)

No. of Subjects 10 (4 Females, 6 Males)

Video Duration
Minimum 10 seconds and

Maximum 15 seconds

Environmental

Variations

Indoor and Outdoor with Fixed

and Random Backgrounds

2. Multispectral Latex Mask based Video Face

Presentation Attack Database

The proposed MLFP database consists of 1,350 videos

of 10 subjects with and without wearing the face masks.

Videos are captured at different locations (indoor and out-

door) in unconstrained environment. Out of 1,350 videos

in the database, 1,200 videos are with the subjects wear-

ing mask (attack videos) and the remaining 150 videos are

without the mask (real videos). The database consists of

10 subjects (4 females and 6 males) between the age of 23-

38 years. Minimum video duration in the database is 10

seconds. The database contains more than 200,000 frames.

It has been collected over a period of 3 months with the

environmental temperature ranging from -15 °C to 15 °C.

Figure 2 shows sample images and Table 2 summarizes the

characteristics of the proposed MLFP database.
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Figure 2: Sample images from the proposed MLFP

database showcasing the masks used for obfuscation and its

effects in the three spectrums. (a) is a 2D paper mask while

masks (b)-(e) are 3D latex masks.

In the MLFP database, two types of face masks are uti-

lized:

• 3D Latex Masks: Seven different latex masks are used

for database collection. The masks are soft and hence,

they conform to the subject’s face shape. These masks

allow life-like movement of mouth as well as face.

While six masks cover the entire face, the seventh

mask is a half-mask which covers the face region be-

low the eyes.

• 2D Paper Masks: Three paper masks are utilized with

cutouts for eyes. These are created using high resolu-

tion images on high quality card paper.

The 2D paper masks are smooth and reflect more light as

compared to 3D latex masks. On the other hand, 3D latex

masks have textural features such as wrinkles and in some

cases, facial hair. Both latex and 2D paper masks have vari-

ations in terms of gender and age.

For each subject, videos are collected in two different ac-

quisition environments: indoor and outdoor as well as two

different backgrounds: fixed and random in visible and ther-

mal spectrums. Due to the inability of existing systems to

acquire good quality data in NIR spectrum in daylight, NIR

data is collected in indoor environment only. Figure 3 shows

Figure 3: Illustrating low quality of the data captured in NIR

spectrum in daylight. Image on the left is a good quality

image captured indoors and image on the right is captured

in daytime outdoor environment.

a sample image captured in NIR in daylight. In all the above

mentioned conditions, data is collected from both real and

mask attack videos with all ten masks.

2.1. Database Acquisition

Figure 4 shows the database collection process in which

three devices are utilized for acquisition under different

spectrums:

• Visible spectrum videos are collected using Android

smartphones with 8 megapixels camera at frame reso-

lution of 1, 280× 720 pixels.

• FLIR ONE thermal imager for Android2 is used for

thermal data collection. This imager has operating

temperature range of 32°F to 95°F and can be used in

conjunction with an Android phone to capture images

and videos in thermal spectrum at 640×480 video res-

olution.

• Videos in NIR spectrum are captured using Microsoft

Kinect for Windows V23 with output video resolution

of 424× 512.

2.2. Comparison with Existing Databases

As shown in Table 1, existing publicly available

databases for face presentation attack are classified and

compared with the proposed MLFP database based on the

following categories:

Single Spectrum vs Multispectral: Existing 3D mask

databases such as 3D Mask Attack Database (3DMAD)

[8] and Silicone Mask Attack Database (SMAD) [13] are

captured only in a single spectrum. However, due to the

widespread usage of multispectral face recognition systems,

2http://www.flir.com/flirone/products/?id=81752
3http://www.xbox.com/en-US/xbox-one/

accessories/kinect
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Figure 4: Illustration of data acquisition process in terms

of varying environment where (a) real video data collection

with fixed background indoors, (b) mask attack video data

collection with fixed background indoors, (c) real video data

collection with random background outdoors, and (d) mask

attack video data collection with random background out-

doors.

it is crucial to investigate the effect of multispectral face pre-

sentation attacks on recognition systems and develop mul-

tispectral face PAD algorithms. Recently, some databases

have been proposed with multispectral imaging data acqui-

sition [4, 21]. Compared to existing databases, the proposed

MLFP database is the only database containing videos cap-

tured in three different imaging spectrums (VIS, NIR, and

thermal).

Hard Masks vs Soft Masks: Most of the publicly available

3D mask databases [8, 12] are captured by wearing the hard

resin mask which are easier to detect as compared to latex

or silicone mask. Latex masks are comparatively softer and

hence, can adjust to different facial sizes, shapes, and move-

ments. The proposed MLFP database has been created by

utilizing soft latex masks which makes the problem of face

presentation attack more challenging.

Images vs Videos: Existing multispectral databases such as

Multispectral Spoof Database (msspoof) [4] and Extended

Multispectral Presentation Attack Database (EMSPAD)

[19] consist of print attacks. Several algorithms have been

proposed for face PAD where such attacks are easily de-

tected [17, 22, 23]. Also, in many instances, the primary ac-

quisition mode of face recognition pipeline is videos. Due

to this, the proposed MLFP database comprises videos of

face presentation attacks with minimum video duration of

10 seconds.

Constrained vs Unconstrained: Existing face presentation

attack databases such as Short Wave Infrared (SWIR) [21]

and 3DMAD [8] have been captured in constrained indoor

environment. To simulate real world scenarios with unre-

stricted backgrounds and illumination, the proposed MLFP

database has been acquired both indoors and outdoors with

fixed as well as random backgrounds.

3. Effect of Face Obfuscation on Face Verifica-

tion Algorithms across Multiple Spectrums

In this section, we investigate the effectiveness of pre-

sentation attacks for the purpose of identity evasion. Face

obfuscation refers to concealment of one’s identity to avoid

recognition by wearing a mask or any other mechanism.

Next, we examine the performance of face recognition al-

gorithms to determine the effectiveness of these masks in

obfuscating one’s own identity.

3.1. Face Verification Algorithms for Evaluation

For VIS and NIR spectrums, a commercial off-the-shelf

system (COTS), Luxand [1] is utilized for face recogni-

tion. To the best of our knowledge, there is no commercial

face recognition system for thermal spectrum. Therefore,

in place of COTS, Uniform Local Binary Patterns (ULBP)

[15] is utilized for the thermal spectrum. ULBP features are

extracted separately from the gallery and probe videos of

the thermal spectrum and matching is performed by com-

puting χ
2 distance.

3.2. Experimental Protocol

The proposed MLFP database consists of videos of each

subject wearing all the ten masks. In order to analyze

how effectively subjects are able to obfuscate their iden-

tity, a face verification experiment is designed. The gallery

of the experiment is fixed, containing 10 real videos (one

for each subject). The real enrollment video is captured

in well-illuminated indoor environment for the three spec-

trums. Two probe sets are created; the first probe set, called

Real Videos, is created with 40 real videos (four for each

subject). Using this probe set, the goal is to illustrate the

performance of face verification under regular/normal con-

ditions. The second probe set, called Attack Videos, com-

prises of 400 presentation attack videos (40 of each sub-

ject). This probe set is designed to examine if an individual
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Figure 5: Illustrating the effect of presentation attacks on existing face recognition systems in the three spectrums.

is able to conceal his/her identity using face masks. After

fixing the gallery and probe partitions, video-to-video face

recognition experiment is performed.

3.3. Experimental Results

The results of the face obfuscation experiment are

presented using Receiver Operating Characteristic (ROC)

curves (Figure 5) and Equal Error Rate (EER). EER is de-

fined as the threshold point where false positive rate is equal

to false reject rate. It is observed that the performance of

the COTS is significantly high in the visible spectrum for

Real Videos with an EER of 10.0%. However, for presen-

tation attack videos, the face recognition performance dra-

matically decreases with an EER of 44.9%. This decline in

the accuracy of face recognition indicates that the individu-

als in the probe videos are able to effectively conceal their

identity when they are wearing masks. A similar trend is ob-

served in the NIR spectrum where COTS yields an EER of

26.7% with real videos and 44.5% for attack videos. Like-

wise, for ULBP in thermal spectrum, an EER of 48% is

observed for real videos probe which increases to 51% for

attack video probe. This experiment demonstrates that the

problem of face presentation attack influences all the imag-

ing spectrums and establishes the requirement of efficient

PAD algorithms to detect these attacks.

4. Evaluating Face Presentation Attack Detec-

tion Algorithms across Multiple Spectrums

The previous section demonstrates the effect of face ob-

fuscation performed by wearing different masks on the per-

formance of commercial facial recognition systems. In this

section, we analyze the performance of existing face PAD

algorithms to classify an input video as real or attacked.

4.1. Experimental Setup

This experiment is performed on the proposed MLFP

database to evaluate the efficacy of baseline face PAD algo-

rithms. As the database consists of all the subjects wearing

all the masks, the following partitions have been created to

ensure balanced unseen split of data in testing and training

partitions as well as evaluating the generalizability of the

algorithm with respect to the masks:

• Partition based on Subjects: While analyzing the

PAD performance, the subjects are divided into three

disjoint partitions containing three, three, and four ran-

domly chosen subjects. For each cross-validation fold,

one partition is chosen for training while the remain-

ing folds are assigned to the testing set for evaluating

the algorithm. Subjects in the training and testing sets

are non-overlapping so that the PAD algorithm does

not encode any subject-specific information which is

essential for real-world scenarios.

• Partition based on Masks: As described earlier,

MLFP database has been created by utilizing three pa-

per and seven latex masks. The performance is eval-

uated on unseen masks by ensuring that the masks

which are utilized for training are not used in testing.

The masks are divided into three partitions where each

partition contains randomly chosen one paper mask

and two latex masks in the training fold while the re-

maining unseen masks are utilized for testing. The

tenth mask which is unique as it is a half mask (con-

taining both real and mask areas), is always utilized in

the testing set.

4.2. Algorithms Utilized for Face Presentation At
tack Detection

For experimental evaluation, the following five existing

algorithms are utilized:

1. RDWT+Haralick Features [2]: The algorithm pro-

posed by Agarwal et al. [2] utilizes a combination of

Redundant Discrete Wavelet Transform (RDWT) and

Haralick features. In recent literature, this approach
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Figure 6: ROC curves showing the performance of video-based face presentation attack detection (PAD) algorithms on the

proposed MLFP database.

(a) BSIF scores in VIS (b) RDWT+Haralick scores in NIR (c) RDWT+Haralick scores in Thermal

Figure 7: SVM score distribution of real and attack videos of best performing presentation attack detection algorithms in the

three spectrums.

has shown very high performance on non-mask based

presentation attack databases.

2. Binarized Statistical Image Features (BSIF) [11]:

BSIF are calculated by learning a subspace from in-

dependent component analysis of natural images in a

patch-wise manner. This is followed by binarization

of the coordinates in this new basis by thresholding to

obtain the final binary codes for each pixel. In this re-

search 8bit filter of size 11× 11 is used.

3. Uniform Local Binary Patterns (ULBP) [15]: Tradi-

tional textural feature descriptor ULBP is utilized to

encode the texture variations between real samples and

attacked samples.

4. Local Phase Quantization (LPQ) [16]: LPQ is com-

puted by utilizing short-term Fourier transform on lo-

cal windows which is followed by computing local

Fourier coefficients at four frequency points. These

coefficients are quantized for producing the final phase

information. ULBP, LPQ, and BSIF have been utilized

by Boulkenafet et al. [3] for color texture analysis

based face PAD.

5. Histogram of Oriented Gradients (HOG) [6]: HOG

features are computed by aggregating edge gradients

across local cells of an image. HOG is selected for

evaluation purposes as the edge information in masks

can be encoded by gradients in this feature descriptor.

Feng et al. [9] and Siddiqui et al. [20] have demonstrated

that applying PAD algorithm on the input face images yield

better results than detected face images only. Therefore in

this research, the features are computed on the input im-

age without performing face detection. This also reduces

the computation time which is important for face PAD as

it is the preprocessing step in the face recognition pipeline.

Each feature is computed by dividing an input frame into

4×4 blocks. The extracted features are used in conjunction

with linear Support Vector Machine (SVM) [5] for real vs

attack classification.

4.3. Experimental Results

In this section, we investigate the effect of multispectral

PAD on videos and individual frames. Frame-based attack

detection results are computed by dividing the input videos

into its constituent frames and applying face PAD algorithm

86



Table 3: EER (%) of video-based face presentation attack

detection on the proposed MLFP database.

Features VIS NIR Thermal

HOG [6] 34.9 45.5 24.5

ULBP [15] 38.7 49.0 21.3

BSIF [11] 29.2 43.3 15.0

LPQ [16] 40.0 43.8 13.7

RDWT + Haralick [2] 32.9 42.0 10.8

on frame-wise basis. The PAD problem is a binary classifi-

cation problem where a frame/video is classified as real or

attack. For computing video-based results, the frame-based

scores are combined by computing the average of all frames

to produce the final video classification result.

4.3.1 Video-based Face Presentation Attack Detection

The results of video-based face PAD algorithms are sum-

marized in Table 3 and Figure 6.

PAD performance in VIS spectrum: We observe that

BSIF features yield the best face PAD performance and

it outperforms the other approaches by 3-10% in terms of

EER. The performance of BSIF can be attributed to its abil-

ity to encode micro-level variations in smoothness and tex-

ture between real and attack samples in the visible spec-

trum.

PAD performance in NIR and thermal spectrums: As

seen in Table 3 and Figure 6, RDWT+Haralick [2] frame-

work yields the best performance for video-based face PAD

in NIR and thermal spectrum. This result indicates that the

textural changes occurring when an individual is wearing a

mask has been effectively captured by the combination of

RDWT and Haralick features.

Comparing PAD performance across multiple spec-

trums: Upon comparing the effectiveness of different spec-

trums for face PAD, it is observed that thermal spectrum

demonstrates the minimum EER of 10.8%. It is to be noted

that this EER is at least 19-32% better as compared to NIR

and VIS spectrums. The match score distribution plots

shown in Figure 7 also support this observation. Upon ana-

lyzing real and attack video classification scores of thermal

spectrum (Figure 7c), it is seen that there is less overlap be-

tween the scores of the two classes as compared to VIS and

NIR. Therefore, it can be inferred that the heat patterns in

thermal spectrum are more discriminatory with respect to

real vs attack video classification. Furthermore, analysis of

Figure 7b reveals a notable overlap between real and attack

scores for the NIR spectrum which is also reflected in the

highest EER of all the features in the NIR spectrum. This

result accentuates the need for developing an accurate face

Table 4: EER (%) of frame-based face presentation attack

detection on the proposed MLFP database.

Features VIS NIR Thermal

HOG [6] 36.9 45.7 29.6

ULBP [15] 40.2 49.5 28.2

BSIF [11] 32.5 46.7 25.0

LPQ [16] 43.7 45.5 22.1

RDWT + Haralick [2] 36.2 44.4 15.4

PAD algorithm for NIR spectrum due to increasing popu-

larity of NIR-based face recognition systems.

Real vs Attack classification analysis: Face PAD perfor-

mance is further analyzed with respect to percentage of real

and attack videos classified correctly. In VIS, the proportion

of correctly classified real videos (72.9%) is higher than cor-

rectly classified attack videos (69.7%). On the contrary, in

both NIR and thermal, the probability of correctly detect-

ing attack videos is higher than real videos. In scenarios

where NIR is widely used such as surveillance, misclassifi-

cation of real/genuine videos may prevent genuine users to

gain access. Overall, thermal spectrum gives the best per-

formance in classifying real videos and presentation attack

videos.

Analysis of PAD in varying environments: Ideally, we

expect an algorithm to detect attacks accurately even in out-

door/unconstrained environments. Therefore, we also per-

form post-hoc analysis to examine the effect of environ-

ment (indoor and outdoor) in detection of presentation at-

tacks. This is performed by computing the percentage of

videos correctly classified in each environmental setting us-

ing the best performing features in VIS and thermal spec-

trums. Using BSIF in VIS spectrum, videos captured in-

doors are detected with 71.0% accuracy with BSIF as com-

pared to 69.1% accuracy for outdoor videos. Similarly, us-

ing RDWT+Haralick features in thermal spectrum, indoor

videos are detected with 89.9% accuracy as compared to

88.8% accuracy for outdoor videos. These results indicate

that across both the spectrums, more indoor videos are clas-

sified correctly as compared to outdoor videos. This can

be attributed to the presence of uncontrolled background in

outdoor videos, thus, leading to more misclassifications.

4.3.2 Frame-based Face Presentation Attack Detection

Following the same protocol as video-based face PAD, per-

formance of existing algorithms is evaluated on frame-wise

basis. Thus, in frame based PAD experiment, each frame of

a video is classified as real or attack. The results of frame-

based PAD algorithms are summarized in Table 4 and Fig-

ure 8.
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Figure 8: ROC curves showing the performance of frame-based face presentation attack detection algorithms on the proposed

MLFP database in the three spectrums.

Frame-wise PAD performance: Firstly, similar to video-

based results, RDWT+Haralick features yield the best re-

sults for detecting face presentation attacks with an EER of

44.4% and 15.4% respectively for NIR and thermal spec-

trums. In NIR, RDWT+Haralick features are 1-5% better

and in thermal spectrum, RDWT+Haralick features are 6-

14% better than other algorithms utilized for comparison.

We also observe that BSIF features produce the highest ac-

curacy for detecting a given frame as real or attack in the

visible spectrum. As video-based face detection accuracy

is computed by averaging frame-based scores, it is interest-

ing to note that the performance of frame-based face PAD is

lower as compared to video-based face PAD for all the fea-

tures across all the spectrums. This result highlights the im-

portance of videos for face PAD as they are a larger source

of information which turns out to be beneficial for detecting

instances of face presentation attacks.

Comparing frame-wise PAD performance across mul-

tiple spectrums: It is also observed that irrespective

of the features utilized, the performance computed on

the frames of the thermal spectrum is better as com-

pared to visible and NIR spectrums for face PAD. For

instance, RDWT+Haralick features of thermal spectrum

frames demonstrate 21-29% higher accuracy as compared

to the same features in the other two spectrums. One reason

can be that there is a significant variation between masks

and regular faces in thermal spectrum.

5. Conclusion

Developing accurate face presentation attack detection

algorithms is a critical research area due to widespread us-

age of face recognition systems worldwide. However, lim-

ited attention has been paid to multi-spectral video-based

face PAD. To promote further research in this area, we pro-

posed a novel database: Multispectral Latex Mask based

Video Face Presentation Attack (MLFP) database. In this

database, face presentation attacks are replicated by utiliz-

ing 2D paper masks and 3D latex masks in three different

spectrums: visible, near-infrared, and thermal imaging. Uti-

lizing this database, we demonstrate the effect of these pre-

sentation attacks in different spectrums on the performance

of existing face recognition systems. It is observed that

in all three spectrums, face recognition performance dras-

tically declines when an attack video is presented as probe.

Further, we analyze the efficacy of baseline face PAD al-

gorithms on the proposed MLFP database. It is observed

that RDWT+Haralick features in thermal spectrum demon-

strate the highest performance for classifying an input video

as real or attack. It is crucial to understand that there is a

significant scope of improvement in detecting face presen-

tation attacks in videos. In future, we will investigate the

efficacy of textural and structural features for designing an

accurate multi-spectral video-based face PAD algorithm.
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