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Abstract

Recurrent neural networks (RNNs) are able to capture

context in an image by modeling long-range semantic de-

pendencies among image units. However, existing methods

only utilize RNNs to model dependencies of a single modal-

ity (e.g., RGB) for labeling. In this work we extend this

single-modal RNNs to multimodal RNNs (MM-RNNs) and

apply it to RGB-D scene labeling. Our MM-RNNs are capa-

ble of seamlessly modeling dependencies of both RGB and

depth modalities, and allow emory?sharing across modal-

ities. By sharing emory? each modality possesses multi-

ple properties of itself and other modalities, and becomes

more discriminative to distinguish pixels. Moreover, we al-

so analyse two simple extensions of single-modal RNNs and

demonstrate that our MM-RNNs perform better than both of

them. Integrating with convolutional neural networks (C-

NNs), we build an end-to-end network for RGB-D scene la-

beling. Extensive experiments on NYU depth V1 and V2

demonstrate the effectiveness of MM-RNNs.

1. Introduction

As one of the most challenging problems in computer

vision, image labeling, which aims to assign a pre-defined

semantic label to each pixel in an image, is a key step to

understand image. To this end, numerous researches have

been done on scene labeling. Roughly speaking, previous

approaches can be categorized into two types according to

their target scenes: indoor scene labeling and outdoor scene

labeling [15].

In contrast to outdoor scene labeling [1, 7, 18, 19, 21, 27,

33], indoor scene labeling is challenged by a large set of se-

mantic labels and large object appearance variation caused

by occlusion, deformation, scale changes, etc. [15]. Re-

cently, with the help of low cost depth sensors, a new rich

source of information, i.e., depth information, has become
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for Toyota Research Institute.
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Figure 1. Illustration of the proposed MM-RNNs. Our MM-RNNs

take two sources of information as inputs (i.e., RGB and depth),

and allow ‘memory’ sharing between them. As a consequence, the

depth information has the memory of RGB modality and vice ver-

sa. With memory sharing, each modality becomes more discrim-

inative for pixel classification, and the final labeling is derived by

summarizing over the outputs of multiple modalities.

easily available to boost the performance of indoor scene la-

beling by providing structural information to some extend.

Based on that, a large body of RGB-D scene labeling meth-

ods have been proposed [11, 12, 15, 24, 25, 30, 36, 38].

Nevertheless, there exist issues in two aspects.

• One problem is how to capture long-range contextual

information in an image. Current RGB-D scene la-

beling approaches only exploit short-range contexts of

pixels or superpixels, which easily results in misclas-

sification between visually similar pixels [15, 30]. For

instance, it is hard to distinguish ‘ceiling’ and ‘wal-

l’ pixels with limited local context (see Figure 1). To

address this issue, long-range dependencies among im-

age units are required.

• Another problem is how to effectively take advantages

of RGB and depth information. A possible solution is

to merge these two sources of information directly, i.e.,

concatenating the two channels as the input or fusing

the outputs of two independent labeling processes for

the two channels separately [3, 11, 36]. However, both

solutions ignore the strong correlation between RGB

and depth channels, which could be beneficial for in-

door semantic labeling.

9



Depth 
iŵage

RGB iŵage

coŶvϭ coŶvϮ coŶvϯ coŶvϰ coŶvϱ

coŶvϭ coŶvϮ coŶvϯ coŶvϰ coŶvϱ

upsaŵpliŶg x ϭϲ

upsaŵpliŶg x ϭϲ

HHA predictioŶ

RGB predictioŶ

fiŶal predictioŶ output

upsaŵpliŶg x Ϯ

upsaŵpliŶg x Ϯ

HHA iŵage

Figure 2. Detailed network architecture of our method. We use two separate CNNs to extract deep features of RGB and depth modalities,

respectively. Then our MM-RNNs take as input these two kinds of features and output feature maps of each modality. The obtained feature

maps possess property of both its own modality and another modality. After that, we upsample the feature maps to the input size and the

final output is derived by summation over the outputs of these two modalities. Note that in this work, we replace a depth image with an

HHA image (image with three channels representing Horizontal disparity, Height above ground and Angle with gravity respectively) [11]

to extract depth features. It is also worth noting that MM-RNNs allow ‘memory’ sharing between modalities in that the RNNs are shared

among all modalities.

Recently, recurrent neural networks (RNNs) [5], which

have shown great success in neural language process (NLP)

[8, 10], have been brought to the computer vision commu-

nity [40, 6, 1, 9, 34, 28, 37, 41, 17] owing to its capabili-

ty of modeling long-range dependencies among sequential

data. Among them, [28] proposes the graphical-structured

RNNs to capture long-range contextual information in im-

ages. Nonetheless, this work models dependencies with a

single modality, and thus is not suitable for RGB-D scene

labeling.

To address the above issues, we propose a multimodal

recurrent neural networks (MM-RNNs) for RGB-D scene

labeling. For the first problem, we encode the local context

of each image unit into RNNs, and the local contexts of all

image units are connected in a structural undirected cyclic

graph, which results in the long-range context in the en-

tire image. Nevertheless, conventional RNNs are used for

sequential and not suitable to be directly applied to struc-

tural data. We thus decompose the structural undirected

cyclic graph into several directed acyclic graphs as in [28].

Though this method is able to capture long-range context,

it only models semantic dependencies of one single modal-

ity. To deal with the second problem, we extend this single-

modal RNNs to a multimodal one, which takes correlation

of multiple modalities into account. Specifically, our MM-

RNNs allow ‘memory’ sharing across multiple modalities.

By sharing ‘memory’, each modality not only possesses its

own property but also has the attributes of other modalities,

and thus becomes more discriminative to distinguish pixels.

Integrating MM-RNNs with convolutional neural network-

s (CNNs), we propose an end-to-end network for RGB-D

scene labeling. To further explore dependencies in different

levels in CNNs for pixel classification, we utilize multiple

MM-RNNs to learn the dependencies in different levels re-

spectively. Taking into consideration time consumption, we

in this paper only use two MM-RNNs to model dependen-

cies of two layers in CNNs. The proposed network archi-

tecture is illustrated in Figure 2.

Extensive experimental results on two benchmarks,

NYU depth V1 and V2, demonstrate the effectiveness of

our proposed method in comparison with state-of-the-arts

and baselines.

2. Related Work

Scene labeling: Scene labeling is one of the most chal-

lenging problems in computer vision. Several previous non-

parametric approaches try to transfer the labels of training

data to the query images and perform label inference in a

probabilistic graphical model (PGM). [33] proposes a su-

perparsing method for image labeling by comparing super-

pixels of the query image in a retrieval dataset, and infers

their labels via markov random field (MRF). [39] suggest-

s to incorporate context information to improve both im-

age retrieval and superpixel classification, and builds a four-

connected pairwise MRF for scene labeling. [27] proposes

to integrate parametric and non-parametric models for scene

labeling.

Owing to the powerfulness in feature extraction, CNNs

[16, 31] have been increasingly utilized in scene labeling.

[19] introduces fully convolutional networks (FCNs) for im-

age labeling. [2] proposes to integrate deep convolutional

nets with fully connected crfs for scene labeling. [7] pro-

poses to learn hierarchical features with CNNs for scene

labeling. In [13], a semi-supervised decoupled deep neural

network is proposed for semantic segmentation. [22] com-
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bines convolution networks with deconvolution networks

for semantic labeling. Different from the above methods,

we integrate CNNs with our MM-RNNs to capture long-

range context and thus let it ‘see’ the whole image to make

a more accurate decision for pixel classification.

RGB-D scene labeling: Based on depth information pro-

vided by depth sensors such as Microsoft Kinect, many

RGB-D scene parsing approaches have been proposed. [25]

proposes to use depth descriptors based on traditional multi-

channel feature such as gradient, color and surface normal

to represent RGB and depth features for labeling. In [15],

a rich feature set consisting of LBP [23], texton [26], SPIN

[14], SIFT [20] and HOG [4] is extracted to represent object

appearance, and scene labeling is achieved by the proposed

high-order conditional random field (CRF) in [15]. [3] pro-

poses to utilize CNNs to learn hierarchical RGB-D features

for scene labeling. [36] suggests an unsupervised joint fea-

ture learning encoding model for RGB-D scene labeling,

and [30] proposes a support inference framework for scene

labeling. Despite achieving promising results for RGB-D

scene labeling, the aforementioned approaches do not take

the strong correlation between RGB and depth channels in-

to account, and just concatenate these two kinds of infor-

mation together as final input, which limits the further im-

provement of performance. Our model differs from these

methods by allowing feature sharing across RGB and depth

modalities, and thus makes them more discriminative for

pixel classification.

RNNs on image processing: RNNs have been first in-

troduced to deal with sequential prediction tasks [8, 10],

and then extended to multi-dimensional image processing

tasks [9] such as image completion [34], image classifica-

tion [41], scene parsing [1, 28], etc. [34] proposes to mod-

el discrete probability of raw pixel values with RNNs for

image completion. [9] applies multi-dimensional RNNs to

handwriting recognition. Inspired by [9], [1] introduces a

two-dimensional long-short term memory (LSTM) for out-

door scene labeling. Different from [1], [41] proposes to

utilize RNNs to model spatial dependencies among image

units from multiple scales, and combine these dependencies

for image classification.

The most relevant work related to ours is [28], which

uses graphical RNNs to model long-range dependencies a-

mong image units. However, this approach is designated for

one single modality, and not suitable to be directly applied

to RGB-D scene labeling. Considering correlation between

multiple modalities, we extend this single-modal RNNs to

MM-RNNs and apply it to RGB-D scene labeling. Note

that our work is also different from [17]. In [17], long-short

term memory (LSTM) is used for modeling the context of

single modality, and then simple concatenation is adopted

to fuse multiple modalities. The cross-modality correlation

is not learned. Different from [17], our MM-RNNs are able

to simultaneously learn the contexts of two modalities and

their cross-modality correlation, which improves the dis-

crimination of both two modalities for pixel classification.

Experiments on two benchmarks demonstrate the effective-

ness of our MM-RNNs over the two fusion methods and

other RGB-D scene labeling approaches.

3. The Proposed Approach

In this section, we first review the basic RNNs in Sec.

3.1, then introduce two simple extensions of single-modal

RNNs in Sec. 3.2, present our MM-RNNs in Sec. 3.3, and

elaborate our final RGB-D scene labeling work in Sec. 3.4.

3.1. Review of Recurrent Neural Networks (RNNs)

RNNs [5] are designated for addressing sequential data

tasks. Specifically, the hidden layer ht in RNNs at time step

t is represented with a non-linear function over current input

xt and hidden layer at previous time step ht−1. The output

layer yt is connected to hidden layer ht.

Given an input sequence {xt}t=1,2,··· ,T , the hidden and

output layers at time step t can be obtained through
{

ht = φ(Uxt +Wht−1 + bh)

yt = σ(V ht + by)
(1)

where U , W and V denote shared transformation matrices;

bh and by are bias terms; and φ(·) and σ(·) are non-linear

functions. Figure 3 shows the structure of basic RNNs.

input layer hidden layer output layer

U

W

V

Figure 3. Structure of basic RNNs.

Since the inputs are progressively stored in hidden lay-

ers, RNNs are able to keep ‘memory’ of the whole se-

quence and thus model long-range dependencies among the

sequence. In this process, matrices W and V play crucial

roles. The W is responsible for storing ‘memory’ of whole

sequence and V is used to transform this memory to output

layer.

3.2. Two simple extensions of single­modal RNNs

Before introducing our MM-RNNs, we first analyse two

simple extensions of single-modal RNNs which also take

the advantages of multiple modalities.

The first straightforward method is to concatenate the in-

puts from these modalities into one single input as follows










xt = cat(x1
t , x

2
t , · · · , x

M
t )

ht = φ(Uxt +Wht−1 + bh)

yt = σ(V ht + by)

(2)
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Figure 4. Extension of single-modal RNNs by concatenating all

modalities.

where xm
t denotes input of the mth modality, M the number

of modalities (in this paper, M = 2), and cat the concate-

nation operation. Figure 4 illustrates this extension. The

approach completely ignores multimodal properties of dif-

ferent inputs and has no explicit mechanism to model the

correlation across modalities.

hidden layer output layer

U
1

W
1

hidden layer output layer

U
M

W
M

V
1

V
M

summation final output

input layer

input layer

... ...

Figure 5. Extension of single-modal RNNs by merging output lay-

ers of all modalities.

The second possible solution, shown in Figure 5, is to

treat each modality completely independent. Namely, mul-

tiple RNNs are utilized in parallel for each modality and the

final output is derived by fusing their outputs as follows



















hm
t = φ(Umxm

t +Wmhm
t−1 + bmh )

ymt = σ(V mhm
t + bmy )

ot =
M
∑

m=1
wmymt

(3)

where xm
t , hm

t and ymt denote respectively the input, the

hidden layer and the output layer of the mth modality. Um,

Wm and V m represent the shared transformation matrices

of the mth modality, bmh and bmy are bias terms of the mth

modality, wm denotes the weight of the mth modality, and

ot is the final output via weighted summation over output

layers of all modalities. Though this approach is able to sep-

arately store useful information explicitly for each modali-

ty, the across-modality interaction is not taken into account.

Therefore, the cross-modality correlation is not incorporat-

ed into the learning process.

3.3. Multimodal RNNs (MM­RNNs)

As discussed above, both straightforward extension-

s are not capable of capturing the strong correlation a-

mong modalities, limiting the further improvement of per-

formance. Basically, neither extension encodes the cross-

modality correlation by overlooking the relationships of W

V

U1

U2

W

final output

hidden layers

output layer

summation

memory  

sharing

...

output layer

input layer

input layer

Figure 6. Structure of MM-RNNs.

and V among different modalities. To address this issue, we

propose the MM-RNNs to allow cross-modality ‘memory’

sharing and thus encode the cross-modality correlation into

the learning process.

Noticing that the shared transformation matrices W and

V in Eq (1) play key roles in keeping the ‘memory’ of w-

hole sequence, we develop the new MM-RNNs which are

able to explicitly model long-range dependencies both with-

in the same modality and across modalities. Our key idea

is to share weights, which are capable of capturing ‘mem-

ory’ across modalities. Specifically, we use multiple par-

allel RNNs to learn each modality respectively. However,

the transformation matrices W and V are shared across al-

l RNNs. In this way, the ‘memory’ of each modality is

shared by all other modalities, and the inter-correlation a-

mong modalities is thus encoded into the learning process.

This process can be mathematically expressed with



















hm
t = φ(Umxm

t +Whm
t−1 + bmh )

ymt = σ(V hm
t + bmy )

ot =
M
∑

m=1
wmymt

(4)

where W and V are transformation matrices across modal-

ities. For Um of each modality, it is not responsible for

storing any ‘memory’ and thus not shared across modal-

ities. Note that Eq (3) and Eq (4) are different. In Eq

(3), each modality has its own Wm and V m, and they are

NOT shared across modalities. While in Eq (4), the W

and V are shared across modalities to learn the correlation

among modalities. Figure 6 demonstrates the structure of

MM-RNNs.

3.4. Graphical MM­RNNs for RGB­D Labeling

Our goal is to model long-range dependencies among

image units. For an image, the interaction among image u-

nits are encoded into an undirected cyclic graph (see Figure

7(b)). Nevertheless, due to the loopy structure of undirected

cyclic graph, our MM-RNNs are not suitable to be directly

applied to images. To address this problem, we approxi-

mate the topology of undirected cyclic graph by dividing

it into four directed acyclic graphs along southeast, south-

west, northeast and northwest directions as in [28] (one of
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the four directed acyclic graphs is depicted in Figure 7(c)).

Note that different from [28], our graphical MM-RNNs take

two input modalities simultaneously.

(a) inputs (RGB and depth images) (b) undirected cyclic graph
(c) one of four directed acyclic

graphs (southeast direction)

start point

RGB modality depth modality

Figure 7. Undirected cyclic graph (a,b) and one of its four directed

acyclic graphs (c). Note that each vertex in (c) receives multiple

modalities of all its predecessors, and each modality shares ‘mem-

ory’ with other ones.

Let G = {V, E} represent the directed acyclic graph,

where V = {vi}i=1,2,··· ,N is vertex set and E = {eij}
denotes the edge set in which eij represents directed edge

from vertex vi to vj . The structure of MM-RNNs follows

the same topology as G. A forward pass can be seen as

traversing G from start point, and each vertex depends on

its all predecessors. Therefore, for vertex vi its hidden lay-

er hm
vi

for modality m is expressed as a non-linear func-

tion over current input xm
vi

of modality m and summation

of hidden layer of all its predecessors of the mth modality.

Specifically, the hidden layer hm
vi

, output layer ymvi and final

output ovi at vertex vi are calculated by























hm
vi

= φ(Umxm
vi
+W

∑

vj∈PG(vi)

hm
vj

+ bmh )

ymvi
= σ(V hm

vi
+ bmy )

ovi
=

M
∑

m=1
wmymvi

(5)

where PG(vi) represents the predecessor set of vi in G. W

stores ‘memory’ across modalities; V transforms this mem-

ory to output, and the final output at vi is derived via weight-

ed summation over all modalities.

To calculate derivatives in the back propagation, each

vertex is processed in the reverse order of forward pass se-

quence. Specifically, for vertex vi, we look at the forward

passes of its successors. Let SG(vi) represent the set of di-

rect successors for vi; then for each vertex vk ∈ SG(vi), its

hidden layer at modality m is computed as

hm
vk

= φ(Umxm
vk

+Whm
vi
+W

∑

vl∈PG(vk)−{vi}

hm
vl
+ bmh ) (6)

Combining (5) and (6), we can see that the errors back-

propagated to the hidden layer come from two sources: di-

rect errors from vi (i.e.,
∂ovi
∂hm

vi

=
∂ovi
∂ym

vi

∂ym
vi

∂hm
vi

) and summation

over indirect errors from all its successors vk ∈ SG(vi) (i.e.,

∑

vk∈SG(vi)

∂ovk
∂hm

vi

=
∑

vk∈SG(vi)

∂ovk
∂ym

vk

∂ym
vk

∂hm
vk

∂hm
vk

∂hm
vi

). Therefore, we can compute

the derivatives at vertex vi for the mth modality as



















































dhm
vi

= V Tσ′(ymvi
) +

∑

vk∈SG(vi)

WTdhm
vk

◦ φ′(hm
vk
)

∇Wm
vi

=
∑

vk∈SG(vi)

dhm
vk

◦ φ′(hm
vk
)(hm

vi
)T

∇Um
vi

= dhm
vi
◦ φ′(hm

vi
)(xm

vi
)T

∇V m
vi

= σ′(ymvi )(h
m
vi
)T

∇bmh = dhm
vi
◦ φ′(hm

vi
)

∇bmy = σ′(ymvi
)

(7)

where ◦ is the Hadamard product, σ′(·) = ∂L
∂o(·)

∂o(·)
∂y(·)

∂y(·)
∂σ

denotes the derivative of loss function with respect to func-

tion σ, and φ′(·) = ∂h
∂φ

. We adopt the average cross entropy

loss function to compute L. Note that Eq (7) is to compute

the derivatives at vertex vi for the mth modality. For W and

V , which are shared across modalities, their derivatives at

vertex vi are calculated as the following

∇Wvi
=

M
∑

m=1

∇Wm
vi
, ∇Vvi

=

M
∑

m=1

∇V m
vi

(8)

With Eq (5), (7) and (8), we can perform forward and

backward passes on a directed acyclic graph. Following

[28], we decompose an undirected cyclic graph into four

directed acyclic graphs, denoted by GU = {G1,G2,G3,G4},

where G1,G2,G3,G4 are four directed acyclic graphs. For

each Gd (d = 1, · · · , 4), we obtain the corresponding hid-

den layer for the mth modality in MM-RNNs as follows



























hm
vi,d

= φ(Um
d xm

vi
+Wd

∑

vj∈PGd

hm
vj ,d

+ bhm
h,d

)

ymvi
= σ(

∑

Gd∈GU

Vdh
m
vi,d

+ bmy )

ovi
=

M
∑

m=1
wmymvi

(9)

where hm
vi,d

denotes the hidden layer of the mth modali-

ty at vertex vi in directed acyclic graph Gd, Um
d represents

transformation matrix between input layer and hidden layer

for modality m in Gd, Wd and Vd are shared transformation

matrices between previous hidden layer and current hidden

layer, hidden layer and output layer in Gd, ymvi is the output

layer for modality m, bhm
h,d

and bmy are bias terms, and ovi
is the final output at vertex vi.

With Eq (9), we can calculate loss L via

L = −
1

N

∑

vi∈GU

C
∑

c=1

log(ocvi
Y c
vi
) (10)

where N is the number of image units, C the number of se-

mantic classes, ovi the class likelihood vector, and Yvi the

13



(a) (b)

Figure 8. Confusion matrices of our approach on NYU depth V1 (a) of 13 classes and NYU depth V2 (b) of 37 classes.

binary label indicator vector for image unit at vi. The er-

ror back-propagated from MM-RNNs to the convolutional

layer at vi for modality m is computed with

∇xm
vi

=
∑

Gd∈GU

(Um
d )Tdhm

vi,d
◦ φ′(hm

vi,d
) (11)

So far, we have introduced our MM-RNNs with forward

and backward propagations. By sharing ‘memory’, MM-

RNNs are capable of simultaneously modeling dependen-

cies across multiple modalities. Besides, it can be easily

embedded into other networks as an intermediate layer to

capture the inter-correlation among modalities.

4. Experimental Results

We test our method on two benchmarks: NYU depth V1

[29] and V2 [30], and adopt two metrics, pixel accuracy and

class accuracy, for evaluation.

4.1. Implementation Details

We use the architecture and parameters from the VGG-

16 network [31] before the 5th pooling layer. Non-linear ac-

tivation function φ = max(0, x) and σ is softmax function.

In practice, function σ is applied after upsampling layers

(see Figure 2), and Eq (10) is utilized to calculate the loss

between prediction and ground truth. The upsampling fac-

tor is set to 2. Namely, the ground truth maps subsampled

during training stage, while the final label prediction maps

are further upsampled to original input size by simple bilin-

ear interpolation [19] in testing phase. The full network is

trained by stochastic gradient descent (SGD) with momen-

tum. The learning rate is initialized to be 10−3 and decays

exponentially with the rate of 0.9 after 10 epochs. The re-

sults are reported after 35 epochs. The entire network is

implemented in MATLAB using MatConvNet [35] on a s-

ingle NVIDIA GTX TITAN Z GPU with 6GB memory.

4.2. NYU depth V1 Dataset

Figure 8(a) shows the confusion matrix of 13 classes

of our approach on NYU depth V1. The NYU depth V1

dataset [29] consists of 2347 RGB-D images captured in 64

different indoor scenes labeled with 12 categories plus an

unknown class (13 classes in total). We follow the usual s-

plit protocol [29] (60% for training and 40% for testing) to

obtain training and testing images. Table 1 shows the com-

parisons of pixel and class accuracies between our method

and other algorithms1. Table 2 demonstrates the compari-

son of individual class labeling performance on NYU depth

V1. Figure 9 shows some qualitative labeling results on

NYU depth V1.

Table 1. Quantitative results and comparisons on NYU depth V1.

Method Pixel Accuracy Class Accuracy

Wang et al. [36] - 63.3

Silberman et al. [29] - 53.0

Pei et al. [24] - 50.5

Hermans et al. [12] 44.4 59.5

Wolf et al. [38] 67.8 63.6

Khan et al. [15] 70.6 66.5

MM-RNNs∗ 71.7 69.3

MM-RNNs∗∗ 72.1 69.8

MM-RNNs 78.0 73.0

1MM-RNNs∗ and MM-RNNs∗∗ are two simple extensions which

merge inputs and outputs respectively, and their structures and correspond-

ing network architectures are demonstrated in the supplementary materia.
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Table 2. Individual class accuracy performance of 13-class setting on NYU depth V1 dataset.

Class B
ed

B
li

n
d
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o

o
k

C
ab
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et

C
ei

li
n

g

F
lo

o
r

P
ic

tu
re

S
o

fa

T
ab

le

T
V

W
al

l

W
in

d
o
w

O
th

er

Wang et al. [36] 62.6 60.4 70.0 44.8 75.4 81.4 51.7 54.5 30.4 73.2 71.6 38.7 6.3

Hermans et al. [12] 50.7 57.6 59.8 57.8 92.8 89.4 55.8 70.9 48.4 81.7 75.9 18.9 13.5

Wolf et al. [38] 53.5 57.9 86.4 34.0 85.7 95.7 61.1 64.4 60.1 81.9 79.7 18.1 48.3

Khan et al. [15] 66.8 67.7 47.5 72.6 79.2 67.8 53.4 75.1 69.3 78.6 86.2 62.0 38.1

MM-RNNs∗ 68.8 79.8 58.9 62.9 77.9 86.3 60.9 63.4 53.0 82.1 87.0 48.7 71.4

MM-RNNs∗∗ 69.5 79.9 57.3 63.7 78.4 87.1 61.8 66.9 50.2 82.7 86.8 50.9 71.7

MM-RNNs 71.8 84.0 64.8 65.0 82.2 90.6 62.7 65.7 57.3 86.1 91.0 53.2 74.6

Bed Blind Book Cabinet Ceiling Floor Picture Sofa Table TV Wall Window Other Unknown

Figure 9. Quantitative labeling results on NYU depth V1. First row: input images. Second row: ground truth. Third row: our results.

From Table 1, our proposed MM-RNNs outperform oth-

er methods and the baselines, i.e., the two other extensions

of single-modal RNNs, on both pixel and class accuracies.

Our MM-RNNs improve the pixel accuracy from 70.6%

to 78.0%, and the class accuracy from 66.5% to 73.0%.

By sharing ‘memory’ across modalities, each modality be-

comes more discriminative for pixel classification, and thus

boosts the performance.

Table 3. Quantitative results and comparisons on NYU depth V2.

Method Pixel Accuracy Class Accuracy

Silberman et al. [30] - 17.5

Ren et al. [25] - 20.2

Gupta et al. [11] 58.3 30.7

Wang et al. [36] 51.6 29.2

Khan et al. [15] 50.7 43.9

Li et al. [17] - 49.4

MM-RNNs∗ 67.1 45.9

MM-RNNs∗∗ 68.5 46.6

MM-RNNs 70.9 50.2

4.3. NYU depth V2 Dataset

Figure 8(b) shows the confusion matrix of 37 classes

of our approach on NYU depth V2. The NYU depth V2

dataset [30] contains 1449 RGB-D images captured in 464

different indoor scenes. Each image is labeled with 37 se-

mantic classes as in [32]. Following the split protocol [30],

795 image are used for training and the rest for testing. Ta-

ble 3 shows the comparisons of pixel and class accuracies

between our method and other algorithms. Table 4 demon-

strates the comparison of individual class labeling perfor-

mance on NYU depth V1. Figure 10 shows some qualitative

labeling results on NYU depth V2.

From Table 3, we can see that our method outperform-

s other approaches as well as the two other extensions.

Our MM-RNNs improve the pixel accuracy from 58.3% to

70.9%, and the class accuracy from 49.4% to 50.2%.

5. Conclusion

This paper proposes a modality fusion method for RGB-

D scene labeling by extending single-modal RNNs to MM-

RNNs. With MM-RNNs, each modality possesses proper-
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Table 4. Individual class accuracy performance of 37-class setting on NYU depth V2 dataset.
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M
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Wang et al. [36] 61.4 66.4 38.2 43.9 34.4 33.8 22.6 8.3 27.6 17.6 27.7 30.2 33.6 5.1 2.7 18.9 16.8 12.5 10.7

Silberman et al. [30] 60.7 77.8 33.0 40.3 32.4 25.3 21.0 5.9 29.7 22.7 35.7 33.1 40.6 4.7 3.3 27.4 13.3 18.9 4.4

Ren et al. [25] 60.0 74.4 37.1 42.3 32.5 28.2 16.6 12.9 27.7 17.3 32.4 38.6 26.5 10.1 6.1 27.6 7.0 19.7 17.9

Gupta et al. [11] 67.4 80.5 41.4 56.4 40.4 44.8 30.0 12.1 34.1 20.5 38.7 50.7 44.7 10.1 1.6 26.3 21.6 31.3 14.6

Khan et al. [15] 65.7 62.5 40.1 32.1 44.5 50.8 43.5 51.6 49.2 36.3 41.4 39.2 55.8 48.0 45.2 53.1 55.3 50.5 46.1

Li et al. [17] 79.6 83.5 69.3 77.0 58.3 64.9 42.6 47.0 43.6 59.5 74.5 68.2 74.6 33.6 13.1 53.2 56.5 48.0 47.7

MM-RNNs∗ 89.9 87.2 74.3 72.9 67.9 74.8 55.6 33.1 53.7 47.9 72.9 81.6 82.7 15.7 8.3 48.3 21.8 45.1 29.3

MM-RNNs∗∗ 91.2 89.7 76.8 75.3 69.8 73.6 54.7 35.8 55.9 50.8 70.6 83.4 86.1 16.2 9.9 48.7 20.1 46.9 31.3

MM-RNNs 93.8 94.7 80.2 78.9 70.1 76.5 61.3 37.2 59.1 51.0 73.8 88.0 80.6 18.0 13.8 55.8 20.4 59.4 32.9
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Wang et al. [36] 13.8 2.7 46.1 3.6 2.9 3.2 2.6 6.2 6.1 0.8 28.2 5 6.9 32 20.9 5.4 16.2 0.2

Silberman et al. [30] 7.1 6.5 73.2 5.5 1.4 5.7 12.7 0.1 3.6 0.1 0.0 6.6 6.3 26.7 25.1 15.9 0.0 0.0

Ren et al. [25] 20.1 9.5 53.9 14.8 1.9 18.6 11.7 12.6 5.4 3.3 0.2 13.6 9.2 35.2 28.9 14.2 7.8 1.2

Gupta et al. [11] 28.2 8.0 61.8 5.8 14.5 14.4 14.1 19.8 6.0 1.1 12.9 1.5 15.7 52.5 47.9 31.2 29.4 0.2

Khan et al. [15] 54.1 35.4 50.6 39.1 53.6 50.1 35.4 39.9 41.8 36.3 60.6 35.6 32.5 31.8 22.5 26.3 38.5 37.3

Li et al. [17] 0.0 22.7 70.2 49.7 0.0 0.0 52.1 60.6 0 17.6 93.9 77.0 0 81.8 58.4 67.6 72.6 7.5

MM-RNNs∗ 26.4 25.3 74.8 39.1 15.8 47.1 37.1 23.6 8.1 33.9 17.1 50.9 19.9 61.3 66.1 28.4 34.7 20.7

MM-RNNs∗∗ 27.1 23.2 75.1 40.5 15.1 45.6 33.3 24.5 7.8 32.8 18.0 52.1 21.3 62.7 64.5 35.1 35.1 23.8

MM-RNNs 31.2 29.0 75.3 42.5 17.2 50.1 39.2 28.8 10.3 37.6 18.1 59.7 23.6 75.8 67.6 41.4 37.5 25.8
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Pillow Shelves Shower Sink Sofa Table Toilet Towel TV Wall Window Unknown

Figure 10. Quantitative labeling results on NYU depth V2. First row: input images. Second row: ground truth. Third row: our results.

ties of its own and other modalities, and becomes more dis-

criminative. Besides, we also introduce two simple exten-

sions of single-modal RNNs and demonstrate that our pro-

posed method outperforms both. Integrating with CNNs,

we build an end-to-end network for RGB-D scene labeling.

Extensive experiments on two large-scale benchmarks evi-

dence the effectiveness of our approach.
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