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Abstract

Semantic instance segmentation remains a challenge. We propose to tackle the problem with a discriminative loss function, operating at pixel level, that encourages a convolutional network to produce a representation of the image that can easily be clustered into instances with a simple post-processing step. Our approach of combining an off-the-shelf network with a principled loss function inspired by a metric learning objective is conceptually simple and distinct from recent efforts in instance segmentation and is well-suited for real-time applications. In contrast to previous works, our method does not rely on object proposals or recurrent mechanisms and is particularly well suited for tasks with complex occlusions. A key contribution of our work is to demonstrate that such a simple setup without bells and whistles is effective and can perform on-par with more complex methods. We achieve competitive performance on the Cityscapes segmentation benchmark.

1. Introduction

Semantic instance segmentation has recently gained in popularity. As an extension of regular semantic segmentation, the task is to generate a binary segmentation mask for each individual object along with a semantic label. It is considered a fundamentally harder problem than semantic segmentation - where overlapping objects of the same class are segmented as one.

One key factor that complicates the naive application of the popular softmax cross-entropy loss function to instance segmentation, is the fact that an image can contain an arbitrary number of instances and that the labeling is permutation-invariant.

To cope with this, one popular approach is to introduce a multi-stage pipeline with object proposals [9, 4, 16, 7]. Another approach is to train a recurrent network end-to-end with a custom loss function that outputs instances sequentially [14, 13]. Whereas the first approach has difficulty handling complex occlusions, the recurrent methods generally have complex network architectures making them inherently slower than standard feed-forward networks.

Another line of research is to train a network to transform the image into a representation that is clustered into individual instances with a post-processing step [24, 20, 13]. Our method belongs to this last category, but is less ad-hoc and takes a more principled approach than previous works.

We focus on the loss function, as we aim to re-use feed-forward network architectures that were designed for semantic segmentation: we plug in an off-the-shelf architecture and retrain the system with our discriminative loss function. In our framework, the tasks of semantic and instance segmentation can be treated in a consistent and similar manner and do not require changes to the architecture.

2. Method

Consider a differentiable function that maps each pixel in an input image to a point in n-dimensional feature space, referred to as the pixel embedding. The intuition behind our loss function is that pixel embeddings with the same label (same instance) should end up close together, while embeddings with a different label (different instance) should end...
up far apart.

Inspired by Weinberger et al. [21] and other distance metric learning approaches [5] [12] [19], we propose a loss function with two competing terms to achieve this objective: a variance term pulling embeddings towards the mean embedding of their cluster and a distance term pushing the clusters away from each other, see fig. 1. To relax the constraints on the network, we hinge the variance and distance terms: embeddings within a distance of $\delta_c$ from their cluster centers are no longer attracted to it and cluster centers further apart than $2\delta_c$ are no longer repulsed. We add a small regularization pull-force that draws all clusters towards the origin to keep the activations bounded. These three terms can be written as follows, with $C$ the number of clusters in ground truth, $N_c$ the number of elements in cluster $c$, $x_i$ an embedding, $\mu_c$ the mean embedding of cluster $c$, $\|\cdot\|$ the L2 distance, and $[x]_+$ the hinge:

$$L_{var} = \frac{1}{C} \sum_{c=1}^{C} \frac{1}{N_c} \sum_{i=1}^{N_c} ||\mu_c - x_i|| - \delta_c^2$$

$$L_{dist} = \frac{1}{C(C-1)} \sum_{c_A=1}^{C} \sum_{c_B=1}^{C} ||\mu_{c_A} - \mu_{c_B}||_2^2$$

$$L_{reg} = \frac{1}{C} \sum_{c=1}^{C} ||\mu_c||$$

When the loss has converged, all pixel embeddings are within a distance of $\delta_c$ from their cluster center and all cluster centers are at least $2\delta_c$ apart. By setting $\delta_d > 2\delta_c$, each embedding is closer to all embeddings of its own cluster than to any embedding of a different cluster. During inference we can then threshold with bandwidth $b = \delta_c$ around any embedding to select all embeddings belonging to the same cluster. Since the loss on the test set will not be zero, we apply a fast variant of the mean-shift algorithm [3] to shift to a center pixel around which to cluster.

3. Experiments

Occlusion handling A key strength of our method is its ability to handle complex occlusions. Detect-and-segment approaches like [7] [10] require an object’s segmentation mask to be unambiguously extracted from its bounding box. This assumption is problematic for certain tasks. Consider a pick-and-place task where overlapping stick-like objects need to be segmented as in fig. 1. When two sticks overlap like two crossed swords, their bounding boxes are highly overlapping. Given only a detection in the form of a bounding box, it is exceedingly hard to unambiguously extract a segmentation mask of the indicated object. In contrast to methods that rely on bounding boxes, our method treats the image holistically and can learn to reason about occlusions.

Scene understanding for autonomous driving We test our loss function on the challenging Cityscapes dataset [6], a multi-class semantic instance segmentation benchmark. To cope with the multi-class problem, we apply our loss function independently on each semantic class so that instances from different classes are free to occupy the same feature space. The semantic segmentation masks are obtained with the ResNet-38 network from [22]. The same architecture, pretrained on Cityscapes semantic segmentation, is also adopted for our instance segmentation network. We train the model on the 2975 training images, resized to 768x384 and use Adam with learning rate of 1e-4 on a NVIDIA Titan X. With our loss we achieve competitive results on the Cityscapes leaderboard, see table 1.

To investigate the trade-off between speed, accuracy and memory requirements, we train 4 different network models on different resolutions and evaluate them on the car class of the Cityscapes validation set.

Table 2 shows the results. We can conclude that Resnet38 is the best for accuracy, but requires some more memory.
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