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Abstract

Despite the importance of rigorous testing data for evaluating face recognition algorithms, all major publicly available faces-in-the-wild datasets are constrained by the use of a commodity face detector, which limits, among other conditions, pose, occlusion, expression, and illumination variations. In 2015, the NIST IJB-A dataset, which consists of 500 subjects, was released to mitigate these constraints. However, the relatively low number of impostor and genuine matches per split in the IJB-A protocol limits the evaluation of an algorithm at operationally relevant assessment points. This paper builds upon IJB-A and introduces the IARPA Janus Benchmark-B (NIST IJB-B) dataset, a superset of IJB-A. IJB-B consists of 1,845 subjects with human-labeled ground truth face bounding boxes, eye/nose locations, and covariate metadata such as occlusion, facial hair, and skintone for 21,798 still images and 55,026 frames from 7,011 videos. IJB-B was also designed to have a more uniform geographic distribution of subjects across the globe than that of IJB-A. Test protocols for IJB-B represent operational use cases including access point identification, forensic quality media searches, surveillance video searches, and clustering. Finally, all images and videos in IJB-B are published under a Creative Commons distribution license and, therefore, can be freely distributed among the research community.

1. Introduction

The development of scalable algorithms that can quickly and accurately recognize faces in unconstrained scenarios has become an overarching goal in computer vision. An “unconstrained” face recognition system should have the ability to perform successful face detection, verification and identification regardless of subject conditions (pose, expression, occlusion) or acquisition conditions (illumination, standoff, etc). Although automated systems are approaching human levels of face recognition on constrained imagery [16], there remains a large gap in unconstrained scenarios [4][3]. In order to close this gap, researchers must have access to large amounts of relevant training and testing data to design and evaluate their algorithms at operationally relevant assessment points (e.g., FAR of 0.1%). While several large training datasets have become available in the public domain [15], few unconstrained datasets have been released with operationally relevant protocols. The IARPA Janus Benchmark-B dataset, described here, contains a large annotated corpus of unconstrained face imagery that advances the state-of-the-art in unconstrained face recognition.

1.1. Unconstrained Face Imagery

The release of the “Labeled Faces in the Wild” (LFW) dataset in 2007 [7] spurred significant research activity in unconstrained face recognition. It was also influential in the release of subsequent unconstrained datasets such as the PubFig [10], YouTube Faces [18], MegaFace [13] and WIDER FACE [19] datasets. Extensive research in face recognition have now resulted in algorithms whose performance on the LFW benchmark has become saturated. Indeed, the best performance under the LFW protocol [15] exceeds 99% true accept rate at a 1.0% false accept rate.

One of the key limitations of the LFW, YTF, and PubFig datasets is that all faces contained in them can be detected by a commodity face detector, e.g. the Viola-Jones (V-J) face detector [17]. The V-J face detector was not designed to detect faces with a significant degree of yaw, pitch, or roll. As a result, available faces-in-the-wild datasets lack full pose variation. Another issue with the LFW dataset in
particular is the overlap of subjects in training and testing splits, which can result in training bias. To remedy this, the Benchmark of Large Scale Unconstrained Face Recognition (BLUFR) protocol was developed [11] as an alternative to the LFW protocol.

The MegaFace dataset was constructed by using the HeadHunter [12] algorithm for face detection. It includes one million images of 690K unique identities and is intended for use as a distractor set. WIDER FACE is a face detection benchmark dataset with 32,203 images and 393,703 annotated faces. Both of these datasets only have protocols designed for face detection, and thus cannot be used to evaluate face verification or identification directly.

The release of the NIST Face Challenge [6] and the IARPA Janus Benchmark A (IJB-A) dataset [9] in 2015 marked a milestone in unconstrained face recognition. Results from multiple submissions to the challenge show significantly inferior performance compared to previous datasets. The best true accept rate at a 1.0% false accept rate is only 82.2% [6]. Although facial variations in IJB-A were not constrained by a commodity face detector, the dataset was hampered by a relatively small number of subjects (167 unique subjects) in each of the ten splits of the IJB-A protocol. This limited the ability to evaluate algorithms at lower ends of the ROC curve (e.g., FAR at 0.01% and 0.001%) due to the low number of possible impostor matches. Thus, in order to assess the accuracy and robustness of unconstrained face detection and recognition algorithms at more operationally relevant assessment points, a larger and more challenging unconstrained dataset needs to be available along with relevant evaluation protocols.

2. IJB-B Dataset

The IARPA Janus Benchmark-B (IJB-B) dataset contains Creative Commons licensed face imagery (i.e., open for re-distribution, provided proper attribution is made to the data creator) and contains both video and images. As an extension to the IJB-A dataset, face images and videos of 1,500 additional subjects were collected. After de-duplication with the publicly available VGG dataset [15] and the CASIA Webface dataset [20], 106 overlapping subjects were removed to keep the subjects in external training sets and IJB-B disjoint. An additional 49 subjects were removed due to erroneously or ambiguously annotated media after manual review. This resulted in a total of 1,345 subjects that were added to the existing 500 subjects in IJB-A, resulting in the IJB-B dataset consisting of 1,845 total subjects. All subjects are ensured to have at least two still images and one video in which their faces appear. All bounding boxes, eyes, and nose locations were manually annotated through Amazon Mechanical Turk, which is discussed in more detail below. Within IJB-B, there are a total of 21,798 (11,754 face and 10,044 non-face) still images, with an average of ~6 face images/subject, and 55,026 video frames pulled from 7,011 full motion videos, with an average of ~30 frames/subject and ~4 videos/subject.

While the dataset is still biased towards subjects from North America and India, IJB-B contains a more uniform geographic distribution of subjects than that of IJB-A. Sample imagery from the IJB-B dataset can be seen in Fig. 1 while demographic and collection distributions can be seen in Figure 2. Table 1 describes key statistics of IJB-B and other unconstrained benchmark face datasets.

2.1. Collection Methodology

The collection and annotation methodology for all subjects in IJB-B is detailed below.

To determine viable and novel candidate subjects, 10,000 names were scraped from Freebase\(^1\), a collaborative online database of real people. To ensure geographic and gender distribution, information for 500 women and 500 men

<table>
<thead>
<tr>
<th>Dataset</th>
<th># subjects</th>
<th># images</th>
<th>#img/subj</th>
<th># videos</th>
<th># vid/subj</th>
<th>disjoint train/test set</th>
<th>pose variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>IJB-B</td>
<td>1,845</td>
<td>21,798</td>
<td>6.37</td>
<td>7,011</td>
<td>3.8</td>
<td>–</td>
<td>full</td>
</tr>
<tr>
<td>LFW [7]</td>
<td>5,749</td>
<td>13,233</td>
<td>2.3</td>
<td>0</td>
<td>0</td>
<td>false</td>
<td>limited</td>
</tr>
<tr>
<td>YTF [18]</td>
<td>1,595</td>
<td>0</td>
<td>0</td>
<td>3,425</td>
<td>2.1</td>
<td>true</td>
<td>limited</td>
</tr>
<tr>
<td>PubFig [10]</td>
<td>200</td>
<td>58,797</td>
<td>294.0</td>
<td>0</td>
<td>0</td>
<td>true</td>
<td>limited</td>
</tr>
<tr>
<td>VGG [15]</td>
<td>2,622</td>
<td>982,803</td>
<td>375</td>
<td>0</td>
<td>0</td>
<td>–</td>
<td>limited</td>
</tr>
<tr>
<td>MegaFace [13]</td>
<td>–</td>
<td>1M</td>
<td>–</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>full</td>
</tr>
<tr>
<td>WIDER FACE [19]</td>
<td>–</td>
<td>32,203</td>
<td>–</td>
<td>0</td>
<td>–</td>
<td>true</td>
<td>full</td>
</tr>
<tr>
<td>CASIA Webface [20]</td>
<td>10,575</td>
<td>494,414</td>
<td>46.75</td>
<td>0</td>
<td>0</td>
<td>–</td>
<td>limited</td>
</tr>
</tbody>
</table>

Table 1: A comparison of IJB-B to other unconstrained face benchmark datasets. Full pose variation is defined as -90 to +90 degrees of yaw; anything less is regarded as limited pose variation. MegaFace and WIDER FACE are distractor and face detection sets, respectively, and as such do not contain subject labels.
from 10 different geographic regions (10,000 subjects total) was collected. Once viable candidate names were determined, the number of available Creative Commons (CC)-licensed videos was determined for each candidate using the YouTube search API. Candidates were then sorted in descending order from the highest number of CC videos available to least.

Based on this list of potential subjects with CC videos, each candidate’s name was automatically searched via Google and Yahoo images. For each subject, up to 20 Creative Commons images were downloaded for annotation via Amazon Mechanical Turk (AMT). If the presence of the subject was verified in at least 2 images, all CC YouTube videos associated with that subject were downloaded and released to AMT to confirm the subject’s presence. If a subject was found to be in the video, AMT workers were then tasked to annotate start/stop times for subject’s appearance in the video. These sections of the video were finally parsed into smaller clips and key frames were extracted using FFmpeg. Each image and video key frame was first annotated with the bounding box locations of all faces. In turn, the bounding box for the person of interest was identified, and three fiducial landmarks (both eyes and nose base) were annotated. Metadata attributes such as occlusion, facial hair, gender, etc. were also annotated. Finally, internal analysts inspected the annotated data to ensure correctness. An annotation example can be seen in Figure 3. For further details, please refer to [9].

In total, over 3.8 million manual annotations were performed by AMT workers. This annotation process resulted in (i) an accurate ground truth corpus of imagery containing bounding boxes facilitating face detection evaluations, (ii) subject labels for face recognition and clustering eval-
2.2. Dataset Contributions

The contributions of IJB-B are as follows:

- It is the largest annotated unconstrained joint detection, recognition, and clustering benchmark dataset released to date.
- The subject pool is the most geographically diverse of any public face dataset (including IJB-A) containing informative metadata annotations. Researchers can use these covariates to analyze the relative strengths and weaknesses of their algorithms.
- All media included in the dataset is available as a stable download that may be redistributed according to attribution and licensing information provided.
- The larger subject pool and the combination of video and imagery allows for more challenging and operationally relevant protocols.
- The IJB-B protocols will be released along with useful benchmark accuracy measures from a Government-Off-The-Shelf (GOTS) algorithm.

### Table 2: Overview of the different protocols developed for IJB-B. Verify-Cov refers to Covariate Verification; Clustering-X denotes clustering with “X” number of subjects.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Num. of Subjects</th>
<th>Num. of Templates</th>
<th>Pieces of Media</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Identification</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gallery-S1</td>
<td>931</td>
<td>931</td>
<td>3,081</td>
</tr>
<tr>
<td>Gallery-S2</td>
<td>914</td>
<td>914</td>
<td>3,736</td>
</tr>
<tr>
<td>Image</td>
<td>1,845</td>
<td>8,104</td>
<td>5,732</td>
</tr>
<tr>
<td>Mixed</td>
<td>1,845</td>
<td>10,270</td>
<td>60,758</td>
</tr>
<tr>
<td>Video</td>
<td>1,845</td>
<td>11,110</td>
<td>7,011</td>
</tr>
<tr>
<td><strong>Verification</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verify</td>
<td>1,845</td>
<td>12,115</td>
<td>66,780</td>
</tr>
<tr>
<td>Verify-Cov</td>
<td>1,845</td>
<td>68,195</td>
<td>66,780</td>
</tr>
<tr>
<td><strong>Face Detection</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Face Partition</td>
<td>&gt; 1,845</td>
<td>N/A</td>
<td>66,780</td>
</tr>
<tr>
<td>Non-face Partition</td>
<td>0</td>
<td>N/A</td>
<td>10,044</td>
</tr>
<tr>
<td><strong>Clustering</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clustering-32</td>
<td>52</td>
<td>1,026</td>
<td>1,026</td>
</tr>
<tr>
<td>Clustering-64</td>
<td>64</td>
<td>2,080</td>
<td>2,080</td>
</tr>
<tr>
<td>Clustering-128</td>
<td>128</td>
<td>5,224</td>
<td>5,219</td>
</tr>
<tr>
<td>Clustering-256</td>
<td>256</td>
<td>9,860</td>
<td>9,860</td>
</tr>
<tr>
<td>Clustering-512</td>
<td>512</td>
<td>18,281</td>
<td>18,173</td>
</tr>
<tr>
<td>Clustering-1024</td>
<td>1,024</td>
<td>36,575</td>
<td>36,592</td>
</tr>
<tr>
<td>Clustering-1845</td>
<td>1,845</td>
<td>68,195</td>
<td>66,780</td>
</tr>
</tbody>
</table>

Table 3: Overview of the data annotation process. Details can be found in [9].
Therefore, the False Detect Rate (FDR) should be measured
as total false accepts across a set of images. False detect. Previous evaluations have reported this mea-
true detect while the other box or boxes are considered a
genuine and impostor comparisons. Therefore, only single image templates are used in this protocol. Each face image in IJB-
B has been automatically labeled with estimated yaw using a
GOTS pose-estimation algorithm and manually labeled
with the following attributes: forehead occlusion (yes/no),
eye occlusion (yes/no), nose/mouth occlusion (yes/no), gen-
der (male/female), capture environment (indoor/outdoor),
facial hair (none/beard/mustache/goatee), age group (0-19;
20-34; 35-49; 50-64; 65+; unknown), and skintone (1-6 in-
creasing in darkness). In total, there are 20,270,277 com-
parisons (3,867,417 genuine and 16,402,860 impostor) be-
tween single image gallery and probe templates.

3.2.2 1:1 Covariate Verification

A second protocol was designed to test a face recognition
algorithm’s robustness on different covariates. In order to
test for a specific covariate’s influence, multiple gallery and
probe images cannot be combined into a single template if
they have differences within that covariate (e.g. one photo
with a mustache and the other photo of the same subject
with a clean shaven face). Therefore, only single image
templates are used in this protocol. Each face image in IJB-
B has been automatically labeled with estimated yaw using a
GOTS pose-estimation algorithm and manually labeled
with the following attributes: forehead occlusion (yes/no),
eye occlusion (yes/no), nose/mouth occlusion (yes/no), gen-
der (male/female), capture environment (indoor/outdoor),
facial hair (none/beard/mustache/goatee), age group (0-19;
20-34; 35-49; 50-64; 65+; unknown), and skintone (1-6 in-
creasing in darkness). In total, there are 20,270,277 com-
parisons (3,867,417 genuine and 16,402,860 impostor) be-
tween single image gallery and probe templates.

3.2.3 Performance Metrics for 1:1 Verification

For the 1:1 Verification protocols, the standard practice is to
report the Receiver Operating Characteristic (ROC). Bench-
mark evaluations below report ROC metrics of TAR at a
FAR of 1% and .01%. Also, the mean duration of template
generation and comparisons should be reported as an exten-
sion metric.

3.3. Face Identification

The identification (1:N) protocol tests the accuracy of
both open- and closed-set identifications using probe tem-
plates from all subjects on two disjoint galleries. Each
gallery set, Set 1 (S1) and Set 2 (S2), contains a single
template per subject that is created by using half of the
still imagery media at random for that subject. For ex-
ample, if a subject is associated with 12 still images and 32
video frames, 6 still images are chosen at random to cre-
ate the gallery template. The remaining media instances
are reserved for the probe set. Gallery sets S1 and S2
each initially contained 1,000 subjects. However, after de-
duplication with VGG [15] and subject removal due to er-
roneous annotations, gallery sets S1 and S2 are composed
of 931 and 914 subjects/templates using 3,081 and 3,376
still images, respectively. Both gallery sets are disjoint
from each other so that open-set identification scenarios (i.e.
probe templates that do not have a mate in the gallery) can
be tested. In order to have a thorough understanding of an
algorithm’s strengths and weaknesses, multiple identifica-
tion probe sets were designed to be tested with the S1 and
S2 gallery sets. These probe set protocols are described in
more detail below.
3.3.1 1:N Still Image

The 1:N Image Identification protocol was designed to test algorithms on their ability to recognize unconstrained faces in high quality, portrait style imagery. This protocol specifies multiple probe templates for each subject and uses only still image media. In total, there are 8,104 templates extracted from 5,732 still images. Probe templates are created using still image media that is disjoint from the subject’s gallery template (in either S1 of S2), according to the following method:

- Each non-gallery image is used as a single image template.
- All non-gallery images are randomly divided in half, with each half being a multi-image template.
- All non-gallery images are used to construct a multi-image template.

3.3.2 1:N Mixed Media

The 1:N Mixed Media Identification protocol was built to mimic forensic searches in which multiple types of media (including still images and video frames) are available to construct a single template. In total, there are 10,270 templates containing 60,758 still images and video frames. Probe templates are created using combinations of the subject’s video frames and still images not present from the subject’s gallery template. The probe template design methodology is as follows:

- For each video, all annotated frames in the video are concatenated to create a template.
- Half of the non-gallery still images are concatenated to create one template.
- The remaining half is concatenated with all video frame media for the subject to create another template.
- All non-gallery image media are combined to create a template.
- All frame media from all videos are combined to create a template.
- All non-gallery image media and all frame media are combined to create a template.

3.3.3 1:N Video

The 1:N Video Identification protocol was built to mimic video surveillance scenarios in which a subject of interest is to be tracked and recognized. This protocol specifies multiple probe templates for each subject and uses the first frame of the subject that is annotated as ground truth. In total, there are 7,110 probe templates for this protocol. Each subject is associated with at least one 1:N Video template.

3.3.4 Performance Metrics for 1:N Identification

The following two metrics are used: (i) Cumulative Match Characteristic (CMC) which measures the accuracy in a closed-set identification scenario. After returning a candidate list of subjects sorted by their matching score, the CMC is computed by calculating the percentage of probe matches that have a true-positive within the top $k$ sorted returns (ranks) within the gallery; (ii) Identification Error Tradeoff (IET) characteristic expresses how the False Positive Identification Rate (FPIR) varies with respect to the False Negative Identification Rate (FNIR). FPIR is the proportion of probe searches that return one or more incorrect gallery candidates above a threshold $t$. FNIR is the proportion of probe searches that do not return the mated gallery template at or above the same threshold, $t$. While the CMC is used to measure closed set performance, the IET measures open-set 1:N performance, where probe searches are not guaranteed to have a mate in the gallery. Also, the mean compute time of template generation and probe searches should be reported as an extension metric.

3.4. Face Clustering by Identity

The clustering protocol was designed to test a face recognition algorithm’s ability to identify multiple instances of the same subject from various pieces of media with no a priori subject labeling [14]. In total, there are seven sub-protocols that test an algorithm’s ability to cluster at different scales. Details on the number of subjects and total pieces of media for each sub-protocol can be seen in Table 2. For each sub-protocol, all imagery for each selected subject in IJB-B is used (still images and video frames) and is a superset of the previous sub-protocol (e.g. Clustering-64 contains all media from Clustering-32 plus media from 32 unique new subjects). The input to the clustering protocol is an image and a bounding box that delineates the face of interest. This face is then treated as an item to be clustered. In addition, a hint is provided for each sub-protocol which serves as a rough order of magnitude on the number of subjects to be clustered and is calculated by $10^{\lceil \log_{10}(\text{#ofsubjects}) \rceil}$. Benchmark evaluations in section 4.4 report the BCubed Precision and Recall [2] as well as F-measure for each clustering sub-protocol.

4. Baseline Experiments

Baseline accuracies for a majority of the protocols developed for IJB-B are listed below. These baselines are provided to allow researchers to evaluate whether their algorithms improve upon the government-off-the-shelf (GOTS) algorithm. Note that due to space, the 1:N Image Identification and 1:1 Covariate Verification results are not shown, but will be available from the authors.
4.1. Face Detection

Two baseline algorithms were used to test the IJB-B face detection protocol. First, a GOTS algorithm was used that was designed specifically to detect faces in unconstrained imagery. The GOTS detector was the top performing detector in a recent face detection benchmark \cite{GOTS}, where it was shown to achieve results similar to top published performers on the FDDB dataset \cite{FDDB}. Secondly, the open sourced HeadHunter algorithm was used which was also specifically designed for unconstrained imagery. The ROC for both baseline algorithms on the IJB-B face detection protocol can be seen in Figure 4. Notice that the GOTS and HeadHunter algorithms have similar performance, with the GOTS algorithm performing $\sim 10\%$ better than HeadHunter at a FDR of 0.01.

![Figure 4: Face detection results on the IJB-B face detection protocol using the GOTS and HeadHunter algorithms. An overlap of 50% between the detected face and ground truth was used to determine True and False Detects.](image)

4.2. Identification (1:N Mixed Media)

The 1:N Mixed Media Identification protocol was benchmarked on the GOTS algorithm discussed in Section 4.1 as well as one academic algorithm based on the Convolutional Neural Network described in \cite{CNN}. The CNN benchmark used an open-source, state-of-the-art model trained on the VGG face dataset \cite{VGG}. The averaging technique described in Algorithm 1 was applied to the CNN’s output to process the multi-image IJB-B protocols. CMC and Identification Error Tradeoff characteristic results for these algorithms are shown in Figure 5 and 6, respectively.

\begin{algorithm}
\caption{Frame averaging}
\begin{algorithmic}[1]
\State \textbf{Data:} Cropped faces from still images $\{I^S_n\}_{n=1}^N$ and from video frames $\{I^F_k\}_{k=1}^K$ belonging to the same subject $S$
\State \textbf{Result:} Feature representation $V$
\For{$k \in \{1, \ldots, K\}$}
\State Propagate input $y^F_k \leftarrow \text{CNN}(I^F_k)$
\EndFor
\For{$n \in \{1, \ldots, N\}$}
\State Propagate input $y^S_n \leftarrow \text{CNN}(I^S_n)$
\EndFor
\State $V \leftarrow \frac{1}{N+1} \left[ \mathbb{E}[y^F] + \sum_{n=1}^N y^S_n \right]$
\end{algorithmic}
\end{algorithm}

![Figure 5: Average CMC performance across gallery sets S1 and S2 for the 1:N Mixed Media Identification protocol.](image)

![Figure 6: Average IET performance across gallery sets S1 and S2 for the 1:N Mixed Media Identification protocol.](image)

\footnote{http://markusmathias.bitbucket.org/2014_eccv_face_detection/}
Table 3: B-Cubed Precision, Recall, and F-measure values as well as the clustering hint (upper bound on no. of clusters), run time, and Failure To Enroll (FTE) rate for the GOTS algorithm on the IJB-B clustering sub-protocols. The number of images being clustered per sub-protocol can be found in Table 2. FTEs were ignored when calculating Precision, Recall and F-measure. Clustering-X indicates the number of ground truth clusters specified by X. Run times are reported using Intel® Core™ i7-6950X with 64GB of RAM.

<table>
<thead>
<tr>
<th>Clustering</th>
<th>Hint</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>Run Time</th>
<th>Percent of FTEs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clustering-32</td>
<td>100</td>
<td>0.589</td>
<td>0.595</td>
<td>0.32m</td>
<td>20.9</td>
<td></td>
</tr>
<tr>
<td>Clustering-64</td>
<td>100</td>
<td>0.578</td>
<td>0.396</td>
<td>1.15m</td>
<td>20.0</td>
<td></td>
</tr>
<tr>
<td>Clustering-128</td>
<td>1,000</td>
<td>0.585</td>
<td>0.372</td>
<td>7.25m</td>
<td>15.5</td>
<td></td>
</tr>
<tr>
<td>Clustering-256</td>
<td>1,000</td>
<td>0.581</td>
<td>0.396</td>
<td>23.12m</td>
<td>14.8</td>
<td></td>
</tr>
<tr>
<td>Clustering-512</td>
<td>1,000</td>
<td>0.516</td>
<td>0.328</td>
<td>76.92m</td>
<td>16.7</td>
<td></td>
</tr>
<tr>
<td>Clustering-1024</td>
<td>10,000</td>
<td>0.485</td>
<td>0.345</td>
<td>310.5m</td>
<td>15.5</td>
<td></td>
</tr>
<tr>
<td>Clustering-1845</td>
<td>10,000</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
</tbody>
</table>

4.3. Verification (1:1)

The algorithms discussed in Section 4.2 were used to create benchmark results for the 1:1 Verification protocol. These results can be see in Figure 7. Note that the CNN algorithm outperformed the GOTS algorithm at all ROC operating points.

![Figure 7: Average ROC performance across gallery sets S1 and S2 for the 1:1 Verification protocol.](image)

4.4. Clustering

The GOTS algorithm described above was used to test all seven clustering sub-protocols. Table 3 shows the pairwise precision, recall, and F-measure as well as timing information and Failure to Enroll rates (FTEs). The number of images being clustered per sub-protocol can be seen in Table 2. Figure 8 shows sample clustering results. Note that all FTEs were ignored during evaluation. Note that the GOTS clustering algorithm was unable to execute the Clustering-1845 sub-protocol due to memory constraints.

![Figure 8: Sample clustering results using the GOTS algorithm on the Clustering-32 protocol. Unique subject identities are represented with different bounding box colors.](image)

5. Summary

This paper has introduced the IARPA Janus Benchmark-B (IJB-B) dataset as an extension to the publicly available IJB-A dataset. IJB-B is an unconstrained face dataset that consists of still images, video frames, and full motion videos of 1,845 unique subjects. A total of 21,798 (11,754 with faces and 10,044 without faces) still images and 55,026 video frames pulled from 7,011 full motion videos have been manually annotated with ground truth face bounding boxes, landmarks and metadata (such as gender, facial hair, skintone, etc). IJB-B has been specifically designed to contain a larger number of diverse subjects, and more challenging operationally relevant protocols than that of IJB-A. All IJB-B media, including still images and videos, were collected under a Creative Commons distribution license and hence can be freely distributed among the research community. The protocols developed for IJB-B have been designed to test detection, identification, verification, and clustering of faces. IJB-B is the first unconstrained face dataset to provide specific clustering benchmark protocols. Benchmark results are presented from GOTS and an academic algorithm and can be used for comparative research. The IJB-B dataset will be available through the NIST Face Projects website.\(^6\)

6[https://www.nist.gov/programs-projects/face-projects](https://www.nist.gov/programs-projects/face-projects)
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