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Abstract

Reflectance confocal microscopy (RCM) is an effective,

non-invasive pre-screening tool for cancer diagnosis. How-

ever, acquiring and reading RCM images requires extensive

training and experience, and novice clinicians exhibit high

variance in diagnostic accuracy. Consequently, there is a

compelling need for quantitative tools to standardize image

acquisition and analysis. In this study, we use deep recur-

rent convolutional neural networks to delineate skin strata

in stacks of RCM images collected at consecutive depths. To

perform diagnostic analysis, clinicians collect RCM images

at 4-5 specific layers in the tissue. Our model automates this

process by discriminating between RCM images of different

layers. Testing our model on an expert labeled dataset of

504 RCM stacks, we achieve 87.97% classification accu-

racy, and 9-fold reduction in the number of anatomically

impossible errors compared to the previous state-of-the-art.

1. Introduction

Reflectance confocal microscopy (RCM) is a non-

invasive, optical imaging technology that enables users to

examine 1.5µm thick layers of skin at 0.5µm pixel lateral

resolution. Imaging can go as deep as 200µm, which is suf-

ficient for diagnosing several skin conditions, and typically

covers the whole epidermis and papillary dermis. Recent

studies have demonstrated that RCM imaging is highly sen-

sitive (90 − 100%) and specific (70 − 90%) for detecting

skin cancers [18]. Moreover, the combination of RCM and
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dermoscopy has been shown to reduce the rate of biopsy of

benign lesions per detected malignancy by ∼ 2×, leading to

better patient care [2, 17].

When applying RCM imaging, the field of view is usu-

ally limited to 1mm2 in order to maintain high pixel reso-

lution in the images. However, clinicians typically require

images over a much larger area, including the lesion and

its periphery, to perform reliable diagnostic analysis. To

cover the necessary area, multiple RCM images are col-

lected in a non-overlapping grid (up to 6mm-by-6mm).

These images are then stitched together to form a larger,

high-resolution image referred to as a mosaic.

While individual RCM images can be collected in un-

der one second, constructing a mosaic over a large area can

be very slow because the microscope must readjust its lo-

cation for every image. Thus, exhaustively capturing mo-

saics at different depths in the skin is an expensive process.

On top of the time required for data acquisition, analyzing

numerous large mosaics can be very time consuming for

clinicians. To avoid these costs, practitioners typically limit

their data collection to five mosaics at the stratum granulo-

sum, upper dermal-epidermal junction (DEJ), middle DEJ,

lower DEJ, and papillary dermis. The depth of each of these

strata vary from patient to patient and across different loca-

tions on the body, and thus must be identified prior to the

collection of mosaics.

To identify the correct depths for gathering mosaics,

clinicians take single RCM images at 1 − 5µm at consec-

utive depths from the epidermis to the dermis. This set of

images is referred to as a RCM stack and each RCM image

in the stack is called a RCM slice. After obtaining the stack,

the clinician classifies each image as either epidermis, DEJ,
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Figure 1: RCM Data Structure. (left) A 3D stack of RCM images used to determine the depth of different skin strata.

(right) A mosaic of RCM images used for diagnosis. Colored borders represent single RCM images of the same dimensions.

or dermis. The clinician then uses the stack as a reference

to collect mosaics at appropriate depths for diagnostic anal-

ysis.

Following this general technique, the process of applying

RCM imaging to perform diagnosis can be broken down

into two steps:

1. Collecting stacks and identifying the depth of different

skin strata at the location of interest on the patients skin

2. Collecting mosaics of RCM images at a number of di-

agnostically relevant depths and analyzing morpholog-

ical and cellular features of the skin tissue

One of the largest barriers to wider clinical adoption of

RCM imaging is the difficulty of interpreting the images.

RCM images have comparable resolution to histological

images, but they lack the tissue specific contrast provided

by the exogenous dyes used in histology. RCM images are

gray-scale, and contrast is provided by the variance in the

refractive index of different skin components. Thus, clini-

cians must analyze the texture of cellular and morpholog-

ical structures in a local area to make diagnostic predic-

tions. Early adopters with years of experience are capable

of interpreting the images with high diagnostic sensitivity

and specificity, but novice users often exhibit highly vari-

able diagnostic accuracy. Due to the lack of proper training

programs, gaining the necessary experience to effectively

leverage this technology can be slow and inefficient.

Thus, there is a compelling need for quantitative tools

for RCM image analysis in the clinical practice. In this

work, we focus on automating the segmentation of RCM

stacks to identify the depth of different skin strata. We first

train a deep convolutional neural network (CNN) to clas-

sify individual RCM images as epidermis, DEJ, and dermis

and then exploit the sequential structure of the data by aug-

menting the CNN with recurrent neural network (RNN) lay-

ers. Automation of this task will reduce time requirements

for applying RCM imaging, and help to reduce the variance

in diagnostic accuracy across clinicians by enabling consis-

tently accurate collection of mosaics at the target layers of

the skin. Moreover, our system can be used as a tool to train

novice practitioners to interpret patterns in RCM images of

skin tissue.

The contributions of this work are as follows. We con-

duct a thorough investigation of popular deep neural net-

work architectures applied to RCM image classification

and demonstrate significant improvements over the previ-

ous state-of-the-art results on this task. In addition to in-

creased classification accuracy, our models also achieve

a large reduction in the number of anatomically impossi-

ble errors compared to previous state-of-the-art methods,

demonstrating a deeper understanding of the structure of

RCM data. We evaluate our models on the largest dataset

available for this task, which is composed of 21412 expert

labeled RCM images from 504 different stacks. This dataset

is also notable for containing disease suspicious (e.g. be-

nign nevus and melanoma) samples. To the extent of our

knowledge, all other datasets used for this task contain only

healthy skin. However, the primary need for this system is

for suspicious, lesional skin.

2. Related Work

Delineating skin strata in RCM stacks has been a topic

of interest for many researchers [14, 15, 7, 21, 8, 12]. While

a variety of algorithms have been applied to tackle this

task, the different approaches can be broken into two main

groups.

The first and more complex group aims to find a contin-

uous 3D boundary between the layers of skin. The depth

of different skin strata varies significantly between different

points on the skin, with the boundary between the epidermis

and dermis forming an undulated, 3D surface similar to an

egg carton. Modeling this 3D boundary can provide clini-

cians with a detailed understanding of how the skin varies

beneath the surface, but at the cost of significantly increased

difficulty when compared to other methods. Locating the

entire boundary is also unnecessary when estimating depths

for mosaic acquisition.

The second set of methods approach the problem from
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an image classification perspective. These techniques clas-

sify individual images from an RCM stack, and then take

the approximate start and end points of each layer of skin

as the points where the classifications transition between

layers. Our method falls into this second category, as we

perform image-wise classification of RCM slices to learn

the location of the different layers of skin. For the sake of

completeness, we discuss work from both categories in this

section.

2.1. 3D DEJ Boundary Delineation

In [14, 15], Kurugol et al. present different methods for

delineating the DEJ in RCM stacks from darkly and lightly

pigmented skin. Melanin pigmentation is the main source

of color in human skin, and is also the primary source of

contrast in RCM images. In skin tissue, melanin caps sit

on top of basal cells above the DEJ and protect them from

UV exposure by reflecting sun light. Thus, in darkly pig-

mented skin, the basal cell layer is more easily distinguished

from other less contrastive structures in neighboring layers

of skin. For dark skin samples, the authors use a peak de-

tection method to identify the intensity contrast provided by

the melanin capped basal cells, and then mark the end of the

basal layer as the DEJ boundary. For fair skin, the authors

extract log-Gabor [6] and wavelet [19] features from RCM

slices and use these to distinguish the epidermis from the

dermis based on their textural appearance. Because the tex-

tural differences between the lower epidermis and papillary

dermis are subtle around the DEJ, the authors delineate the

DEJ as a thick transition band. For both types of skin, they

make predictions on small regions of RCM images (referred

to as a tiles) so that they can estimate a 3D surface. Testing

on a dataset of 15 stacks of dark skin and 15 stacks of fair

skin, they locate the depth of the DEJ with an average error

of 7.9±6.4µm for dark skin and 8.3±5.8µm for fair skin.

Building off this work, in [7], Ghanta et al. aimed to in-

crease the accuracy of delineation by incorporating a math-

ematical shape (micro-anatomy) model for the DEJ into the

texture based appearance models. The DEJ is an undulated

boundary, where hills are formed by projections of dermis

into epidermis and valleys are formed by projection of epi-

dermis into dermis. The authors fit 3D ellipses to these

hills and valleys to model the 3D shape of the boundary.

The parameters of the ellipses are modelled using a prob-

abilistic framework and are inferred through a Gibbs sam-

pling method. Testing on a dataset of 15 fair and 9 dark

skin stacks, their algorithm achieved a mean accuracy of

12.1± 7.0µm and 5.41± 3.94µm respectively.

2.2. RCM Image Classification

In [21], Somoza et al. use Leung-Malik (LM) filter

bank [16] based texton features to model the textural ap-

pearance of individual RCM slices. For each image in their

training set, they extract texton features, find a bag of words

representation, and finally describe each image as a his-

togram of its texton features. New samples are classified

using a k-nearest neighbor classifier. Testing on image-wise

labeled RCM stacks, they report correlation coefficients of

0.84 to 0.95 between their predictions and the ground truth.

Hames et al. [8] take a similar approach, but find a tex-

ton representation of random 7-by-7 patches extracted from

a set of training images instead of using predefined texton

filters. The authors describe RCM images by finding a bag

of words representation of their texton filters followed by a

histogram binning method. They then train a logistic regres-

sion classifier on 235 RCM stacks of healthy skin. Their

model achieves 85.6% classification accuracy on a test set

of 100 RCM stacks.

Kaur et al. [12] leverage the same texton extraction as

Somoza et al., taking texton filters with a support of 5-by-5

pixels. They then construct a texton dictionary by cluster-

ing the filter outputs of randomly selected patches into 50

clusters using k-means, and use the cluster centers to form

a bag of features representation. They assign each pixel to 8

of its closest textons with a weight inversely proportional to

the distance between the texton. The individual assignments

for each pixel in an RCM image are binned into a histogram

that they use to describe the image. The authors then train

a 3-layer neural network using these histograms. On their

dataset of 15 stacks, they report 81.73% accuracy classify-

ing images from the exterior epidermis, stratum corneum,

stratum granulosum, stratum spinosum, stratum basale, and

the papillary dermis.

3. Methodology

Given the sequential structure of RCM stack data, re-

current neural networks naturally lend themselves to the

problem of skin strata identification. Human skin main-

tains a strict ordering of different strata; the transition be-

tween the layers must be smooth (layers are contiguous, e.g.

epidermis→dermis→epidermis transition is not possible)

and unidirectional (dermis→DEJ or DEJ→epidermis tran-

sitions are not possible). These constraints provide power-

ful cues that are exploited by human experts for more accu-

rate classification. Given these requirements, recurrent net-

works are the obvious choice for this problem, as they are

able to take the sequential dependencies between different

images in a stack into account.

Within each RCM image, there is also a significant

amount of spatial information present in the varying texture

of the tissue. In past work, convolutional neural networks

have demonstrated the ability to learn high-level features

from images, and have been applied with great success to

numerous image classification tasks [13, 23, 10].

Given these characteristics of our data, we adopt a hy-

brid neural network architecture with both convolutional
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and recurrent layers similar to that proposed in [5]. We

first trained a deep convolutional network to learn important

spatial features for the classification of individual RCM im-

ages, and then augmented the network with recurrent layers

so that the classifier could take the features of other RCM

slices in the stack into account. Following the convention

used in [5], we refer to models with this structure as recur-

rent convolutional networks (RCNs). For our deep CNN

architecture, we used a modified Inception-V3 model [24],

where we added an additional fully connected layer with

256 neurons before the last layer.

After training the model to classify individual RCM im-

ages as epidermis, DEJ, or dermis, we removed the 3-

class classifier layer and the non-linearity on the penulti-

mate fully connected layer. We then fixed the weights of

the trained network and appended recurrent layers. The two

different techniques that we experimented with for training

the recurrent layers are explained in Section 3.1 and Sec-

tion 3.2.

For both training schemes, we experimented with bidi-

rectional RNN layers [20] as well as various differ-

ent recurrent units (standard RNN cells, gated recur-

rent units (GRUs) [3], and long short-term memory units

(LSTMs) [11]). Bidirectional RNN architectures have

achieved state-of-the-art results on speech-to-text tasks, but

run into issues in real-time applications because they re-

quire the whole input sequence to be available before in-

ference can be performed [9, 1]. However, this is not an is-

sue for our task. The process of inspecting the RCM stacks

in both directions is also a very logical step that an expert

might take while performing classification.

3.1. Partial Sequence Training

The first approach we took for training the RCN model

was training on sequences containing a local neighborhood

of N images around the subject RCM image (see Figure 2.

For every sample in our dataset, we constructed a sequence

of N RCM slices centered around the target sample. We

then trained our network on batches of these sequences.

This training procedure imitates the technique of examining

neighboring RCM slices that dermatologists apply while

classifying RCM images. All partial sequence models pre-

sented in this study were trained using image sequences of

length 3 (N = 3), i.e. while classifying a slice of interest,

the model only has its immediate neighbours in the stack

as additional information. We experimented with larger N ,

but saw no increase in accuracy.

3.2. SequencetoSequence Training

The second approach we took for training the RCN

model was full sequence-to-sequence training. As illus-

trated in Figure 3, the model processes whole RCM stacks

and outputs predictions for each image in the stack. This ap-

Figure 2: Partial Sequence Training Scheme. The out-

put of the recurrent layer for the last element in the partial

sequence is used for classification.

proach is potentially more flexible, as we provide the model

with the complete RCM stack and allow it to learn what

information is useful for slice-wise classification.

Figure 3: Sequence-to-Sequence Training Scheme. The

output of the recurrent layer at each step is used for classi-

fication of that sample.

4. Dataset

The dataset used in this work is composed of 504 RCM

stacks that were gathered from 2 different studies. 196

stacks come from a multi-center, National Cancer Institute

(NCI) study that was conducted at the Memorial Sloan Ket-

tering Cancer Center (New York, New York), the University

of Rochester Medical Center (Rochester, New York), and

the Skin Cancer Associates Center (Plantation, Florida).

Each individual image in this set of stacks is labeled by

at least 2 experts as one of 3 classes: epidermis, DEJ, or

dermis. The other 308 stacks were taken from a previous

study conducted by the Dermatology Research Centre at the

University of Queensland (Brisbane, Australia) [8]. These
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stacks are labeled into one of 4 classes: stratum corneum,

epidermis, DEJ, or dermis. For this study, we merged the

stratum corneum, which is the top layer of the epidermis,

and the epidermis classes together. The overall dataset con-

sists of 21412 RCM images.

The dataset also contains normal, benign melanocytic,

and diseased skin samples. This is very important, as clini-

cians typically image suspicious lesional skin where the ap-

pearance of the tissue is very different from healthy and/or

non-lesional skin. Thus, for our system to be applicable in

practice, it must be robust to the variance in appearance of

tissue across healthy and unhealthy images.

For our experiments, we partitioned the dataset into

training, validation, and testing sets of 245, 61, and 198

stacks respectively. Because one patient may have multi-

ple stacks in the dataset, we partition the data patient-wise

(i.e. all stacks from a particular patient can either be in the

training, validation, or testing set).

5. Experiments

All RCN models were implemented using the Keras [4]

deep learning library and trained using the Theano [25]

backend on a single NVIDIA Tesla K40 GPU.

The original inception-V3 network is designed for RGB

images. Since RCM data is grayscale, we triple the number

of filters in first layer to keep number of parameters same.

We trained this modified CNN on a dataset augmented with

randomly sheared, zoomed, rotated, stretched, horizontally

and vertically flipped versions of training images.

We were not able to train full RCN models end-to-end,

as the batch normalization layers in inception-V3 model are

not designed to be trained in a time distributed setting. Re-

moving these layers allowed us to train the complete RCN,

but the model performed significantly worse. To overcome

this problem, we first trained a CNN using the RCM images

in the training set. We then removed the last layer of the

trained CNN and used the pruned network as a feature ex-

tractor to obtain feature representations for each slice in the

dataset. The recurrent layers are then trained on sequences

of extracted features. While this approach makes experi-

mentation with different CNNs more difficult, it allows us

to use CNNs with batch normalization, and avoids signifi-

cant redundant computation while training different RNNs.

It also enabled us to train sequence-to-sequence models on

a single GPU, as the full CNN + RNN model was too large

to fit into GPU memory.

All RCNs in Table 1 have a single recurrent layer of 64

units, followed by a fully connected layer and a softmax

for classification. For training partial sequence models, we

concatenated extracted features of each image with features

of preceding and following images, and used these concate-

nated features as inputs to the RNN. The partial sequence

models were trained for 100 epochs with a batch size of

128 sequences, and a learning rate of 0.01. To avoid over-

fitting, we used dropout on the recurrent connections with a

coefficient of 0.5.

For training sequence to sequence models, we concate-

nated extracted features of all images for each stack. Be-

cause our dataset contains stacks of various lengths, we

fixed the maximum sequence length to 71 slices1 and zero-

padded shorter sequences. The padding was then masked

out during training and testing. The RNN layers were

trained for 200 epochs with a batch size of 4 sequences,

and a learning rate of 0.001. To avoid overfitting, we used

dropout on the recurrent connections and an L1 regulariza-

tion penalty on the recurrent weights with coefficients of 0.1

and 0.05 respectively.

For each RCN model, the model snapshot with the best

validation accuracy was selected, and its performance on

the test set is reported in Table 1 2.

For comparison, we used the publicly available python

code from [8]. We also implemented the method presented

in [12] by following the instructions in their paper. We re-

port the results of training and testing on our dataset using

these methods in Table 1.

6. Results & Analysis

We report test set performance for all of our models in

Table 1. The table is broken into three row blocks, where all

models in the same block share the same type of inputs. The

first block is made up of models that take in whole RCM

stacks, and output predictions for each image in the stack.

The second block contains models that take in partial se-

quences to make predictions for individual RCM images.

This includes our partial sequence RCN models, as well as

an Inception-V3 model that we trained using the partial se-

quence data (IV3-Context in Table 1) for comparison. The

last block contains models that classify single input RCM

images, including Inception-V3 and ResNet-50 models that

we trained for comparison, and the models proposed in [8]

and [12]. Each block is sorted in descending order of test

accuracy. In addition to test accuracy, we also report sensi-

tivity and specificity for each of the three classes. The high-

est accuracy, specificity, and sensitivity for each row block

of models are marked in bold.

There are a number of interesting observations that we

can make from the results in Table 1. The best model over-

all was the sequence-to-sequence model with bidirectional

GRU, which achieved 87.97% accuracy on the test set. This

model outperformed the best previously published method

by 3.49%, representing a 22.49% reduction in classification

error rate. Comparing the partial sequence and sequence-

1The single RCM stack in our dataset of length greater than 71 was

clipped from 101 to 71 slices for the seq-to-seq models
2Sequence-to-sequence LSTMs gave extremely unstable results and are

not reported

29



Method
Recurrent

Bidirec. Accuracy
Sensitivity Specificity

Unit Epidermis DEJ Dermis Epidermis DEJ Dermis

Seq2seq GRU Yes 87.97 93.95 83.22 84.16 95.82 90.54 95.51

Seq2seq GRU No 87.10 93.91 82.35 82.16 94.43 90.31 95.60

Seq2seq RNN No 86.88 94.72 80.69 82.87 93.78 91.20 94.99

Seq2seq RNN Yes 86.70 93.91 81.50 81.87 94.15 90.40 95.21

Partial seq. GRU Yes 87.52 94.14 82.54 83.33 94.78 90.83 95.44

Partial seq. RNN No 87.45 93.53 83.40 82.62 94.96 90.26 95.75

Partial seq. LSTM Yes 87.44 93.50 83.83 81.90 95.31 89.93 95.78

Partial seq. LSTM No 87.40 93.27 84.29 81.44 95.51 89.58 95.93

Partial seq. RNN Yes 87.32 93.64 83.28 82.09 94.97 90.02 95.80

IV3-Context - - 86.95 92.00 83.52 82.64 95.61 89.24 95.56

Partial seq. GRU No 86.53 90.35 85.54 80.88 96.39 87.54 96.18

Inception-V3 [24] - - 84.87 88.83 84.66 78.18 95.84 85.73 96.23

ResNet50 [10] - - 81.36 89.87 73.08 79.31 91.47 87.01 93.04

Hames et al. [8] - - 84.48 88.87 80.93 81.85 93.81 87.81 94.78

Kaur et al. [12] - - 64.33 73.99 51.14 68.27 86.22 74.85 84.89

Table 1: Classification Results. This table shows accuracy, sensitivity, and specificity results on the test set for each method.

to-sequence models, we observe that unidirectional GRU

and both standard RNN models trained using the sequence-

to-sequence scheme were outperformed by nearly all par-

tial sequence methods, the one exception being the partial

sequence unidirectional GRU model. In the sequence-to-

sequence training scheme, we process the entire RCM stack

at once and rely on the networks ability to identify the im-

portant information for classifying each image. Whereas

in the partial sequence scheme, we effectively predetermine

that the neighboring images contain the relevant informa-

tion necessary to classify an RCM slice. We hypothesize

that the simpler unidirectional and standard RNN architec-

tures had a more difficult time learning on the full sequence

data. Following this logic, it is reasonable to conclude

that RCM images beyond the immediate area of the target

slice contain some important information for classification

of that slice, and that the more complex bidirectional GRU

network was able to leverage this information to increase

classification accuracy.

It is interesting to note that RCNs with GRUs out-

performed those with LSTM cells, which is contrary to

what we expected given the recent success of LSTM net-

works [22, 5]. To understand this discrepancy, we evaluated

our LSTM and GRU partial sequence models on the valida-

tion set and found that the LSTM cells outperformed GRUs

by 0.5% and 0.08% with normal and bidirectional models

respectively. Despite the higher performance on the vali-

dation set, the LSTM models performed slightly worse on

the test set, which indicates slight overfitting to the train-

ing/validation data.

Sensitivity and specificity were very similar across our

experiments and appeared to vary proportionally with test

accuracy. However, it is interesting to note that all of our

models were significantly less sensitive to the DEJ and

dermis. This is consistent with other results in the litera-

ture [15] and our expectations, as a typical stack of RCM

images will contain more epidermis samples than DEJ and

dermis because reflectance confocal microscopes can only

image down to the papillary dermis (44% of samples in our

dataset are epidermis, compared to 34% DEJ and 22% der-

mis). Moreover, due to optical aberrations around the rete

ridges (valleys of the undulated DEJ boundary), the DEJ-to-

dermis boundary can appear fuzzy, making it harder to de-

tect. Thus, the level of DEJ-to-dermis boundary in a given

stack is partially subjective, even for expert readers. This

uncertainty helps to explain the lower sensitivity to DEJ and

dermis compared to epidermis.

While the hybrid neural network model used in [12] per-

formed poorly when trained on our dataset, it is worth not-

ing that the logistic regression model presented by Hames

et al. achieves performance comparable with the Inception-

V3 network, and even outperforms the ResNet-50 model.

While our recurrent models provide significant improve-

ments in testing accuracy, they lack the interpretability of

the regression approach which is a potential drawback in

medical applications.

6.1. Types of Errors

The main goal of incorporating the sequential nature of

RCM stack data into our model was to build a classifier that

can understand the structure (unidirectionality and smooth-

ness) of the data, and leverage this structure to increase clas-

sification accuracy. In this section, we analyze the types of

errors made by each model to understand how well they

learned these constraints.

We can categorize classification errors into two different

types. Errors of the first type occur when a boundary starts

shallower or deeper than expected in a stack. As explained

in Section 3, the transition between labels in RCM stacks

are smooth and unidirectional. These errors are tolerable
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because they do not violate these constraints. Moreover,

this type of error may arise due to inter-expert subjectivity.

It is often difficult to assign a single label to a whole RCM

image, as images acquired near boundaries can contain fea-

tures from both classes. Thus, image-wise ground truth la-

bels are partially subjective, and can vary from expert to

expert. Given this inherent uncertainty, it is reasonable for

our classifier to make these types of mistakes as long as they

do not extend beyond the boundary region.

The second type of errors, which we refer to as

inconsistent errors, are transitions that violate the se-

quential constraints of the data. These transitions are

epidermis→dermis, DEJ→epidermis, dermis→epidermis,

dermis→DEJ. To quantify the consistency of a model,

we output predictions for each RCM stack in the dataset

and count the number of inconsistent transitions between

classes. We report these numbers for the best sequence-

to-sequence and partial sequence RCNs, the Inception-V3

model, and the models presented in [8], and [12] in Table 2.

Note that these results do not directly correspond to accu-

racy; it is possible for a set of labels to be consistent, but not

accurate.

Method

Error Types

TotalEpidermis DEJ→ Dermis→ Dermis

→ Dermis Epidermis Epidermis → DEJ

Seq2seq (Bidir. GRU) 0 4 0 3 7

Partial seq. (Bidir. GRU) 3 10 5 5 23

Inception-V3 3 25 8 32 68

Hames et al. 14 59 11 56 140

Kaur et al. 32 255 16 99 402

Table 2: Inconsistent Errors. This table shows the num-

ber of anatomically impossible predictions made by each

model.

As expected, methods that do not take full stack informa-

tion into account produce more inconsistencies. The partial

sequence RCN produces ∼3× fewer inconsistencies than

the best single-image model while only considering neigh-

borhoods of three images. The sequence-to-sequence RCN

performs significantly better than the rest, with ∼3× fewer

inconsistencies than the partial sequence RCN and ∼9×

fewer inconsistencies than the best non-RCN model.

As the ultimate goal of our model is to delineate the

epidermis-DEJ and DEJ-dermis borders, we also quantify

the performance of our RCNs by looking at the distribu-

tion of the distance between the predicted boundaries and

the ground truth boundaries. To obtain consistent transi-

tion boundaries, we use a two-step post-processing heuris-

tic. The first step applies a median filter to the predictions

using a kernel size of 3 to remove singular decisions. The

second step then applies a causal max filter, which replaces

each prediction with the maximum value in the sequence

of predictions before it. We also apply this heuristic to

the predictions of the Inception-V3 model, and the mod-

Figure 4: Error Distributions. This table shows boxplots

of error distances for the predictions of the epidermis-DEJ

and DEJ-dermis boundaries for each model. Red lines indi-

cate the median, blue boxes contain the interquartile range,

whiskers contain the 1.5 interquartile range, and red crosses

are the outliers.

els presented in [8], and [12] for the sake of comparison.

Figure 4 shows boxplots of the absolute deviation between

the predicted and ground truth boundaries for each of these

models. Red lines indicate the median, blue boxes contain

the interquartile range, whiskers contain the 1.5 interquar-

tile range, and red crosses are the outliers.

Analyzing the distributions in Figure 4, we see the

sequence-to-sequence RCN, and partial sequence RCN

achieve the lowest median error (5µm). The method pro-

posed in [8] and the Inception-V3 model achieve the second

lowest median error (6µm), but this difference is not statis-

tically significant. Additionally, our methods have lower

number of outliers than other methods. Note that these re-

sults are produced after the post-processing heuristic is ap-

plied. In order to make a fairer comparison, Figure 4 should

be analyzed with Table 2, which shows the number of errors

the heuristic algorithm needs to correct. A similar result fol-

lows for the DEJ-dermis boundary.

7. Conclusion

In this study, we presented a method based on deep

convolutional and recurrent neural networks for classifying

skin strata in RCM stacks. We evaluated our method on the

largest and most comprehensive dataset for this task, and

demonstrated a significant increase in the accuracy of skin

strata delineation in RCM stacks. The test scenario used in

this study is more realistic compared to those used by most

previous methods, in the sense that clinicians are typically

interested in imaging disease suspicious lesions rather than

normal skin. In addition to increased classification accu-

racy, our best RCN achieved a ∼9× reduction in the num-
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ber of physically impossible transitions between layers of

skin when compared to the previous state-of-the-art meth-

ods. Our experiments show that our method outperforms

techniques designed for smaller datasets that comprise only

healthy skin, and other deep learning based methods which

do not incorporate full stack information. Overall, our re-

sults show that combining knowledge of the intrinsic prop-

erties of a dataset with the strengths of deep neural networks

can yield a powerful tool for solving medical imaging prob-

lems, and can help to guide clinicians in their clinical prac-

tice.
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