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Abstract

In this paper, we present deep residual network (ResNet)-based vehicle classification and localization methods using real traffic surveillance recordings. We utilize a MIOvision traffic dataset, which comprises 11 categories including a variety of vehicles, such as bicycle, bus, car, motorcycle, and so on. To improve the classification performance, we exploit a technique called joint fine-tuning (JF). In addition, we propose a dropping convolutional neural network (DropCNN) method to create a synergy effect with the JF. For the localization, we implement basic concepts of state-of-the-art region based detector combined with a backbone convolutional feature extractor using 50 and 101 layers of residual networks and ensemble them into a single model. Finally, we achieved the highest accuracy in both classification and localization tasks using the dataset among several state-of-the-art methods, including VGG16, AlexNet, and ResNet50 for the classification, and YOLO Faster R-CNN, and SSD for the localization reported on the website.

1. Introduction

The development of intelligent traffic surveillance systems has emerged as an important issue in recent years. One of the most important functions in intelligent traffic surveillance systems is analyzing and extracting useful information from recordings. In particular, a technique that classifies and localizes vehicles or pedestrians can represent a basic procedure for traffic surveillance analysis.

The MIOvision traffic camera dataset (MIO-TCD) that was recently released is a representative large-scale image dataset for vehicle classification and localization. The images in the dataset have been taken in real traffic surveil-

† and ‡ equally contributed to this work. Specifically, † and ‡ mainly contributed in terms of the classification and localization tasks, respectively.
* Corresponding author.

lance environments at different times of the day and different periods of the year by thousands of traffic cameras. Our goal in this research is to develop classification and localization algorithms that surpass the accuracy of state-of-the-art methods for the MIO-TCD dataset.

To achieve our goal, we adopt a deep residual network (ResNet), which is the most popular deep learning technique; it allows training of an ultra deep convolutional neural network (CNN) as a baseline network using identity mapping [4]. Thanks to the ResNet, practitioners can easily achieve good accuracy in image classification and localization tasks by simply stacking many layers [4]. Based on the technique, we obtain a 97.95% classification rate on average for the vehicle classification task and 79.24% in terms of mean average precision (mAP) for the vehicle localization task. Our methods show the best accuracy for each task among the other state-of-the-art approaches reported on the MIO-TCD website. 1

The rest of our paper is organized as follows: We present training details of our approach for the vehicle classification task and propose a joint fine-tuning (JF) method with a dropping CNN (DropCNN) for the model ensemble in Section 2. For the vehicle localization task, we give implementation details of region-based, fully convolutional networks (R-FCN) [1] in Section 3. Finally, we show our experimental results in Section 4, and concluding remarks are given in Section 5.

2. Classification

2.1. The training phase

Our network for the vehicle classification task is based on a pre-activation ResNet, which has 18 layers applying shortcut connections [5]. The network receives $224 \times 224 \times 3$ images as input. The sizes of training images vary, so we resize each training image such that the shorter side is

http://cd.miovision.com/results/localization
in [192, 341.33], and then we randomly crop it to \(224 \times 224 \times 3\). The RGB pixel values of each training image are normalized as follows:

\[
\bar{x}(i, j) = x(i, j)/127.5 - 1,
\]

where \(x(i, j)\) is a vector that has RGB pixel values at the coordinate of \((i, j)\).

Photometric distortions [6] and color augmentation [9] are applied to obtain good results. We use rectified linear units (ReLU) as activation functions, and batch normalization is used for each layer. The number of outputs of the network is 11, which is the same as the number of categories of the dataset. For the final output, we utilize the softmax layer.

### 2.2. Fully joint fine-tuning for model ensemble

The original JF method was first proposed by Jung et. al. [8]. The method shows better classification rates than traditional ensemble methods, such as averaging several models. The original JF method only fine-tunes the final classification layer, but we use fully JF for fine-tuning whole layers of CNN models.

The total loss \(\mathcal{L}_t\) is defined as follows (For the sake of simplicity of notation, we assume the mini batch size is 1.):

\[
\mathcal{L}_t(o, o_1, o_2, \ldots, o_N) = \mathcal{L}_c(o) + \sum_{i=1}^{N} \mathcal{L}_i(o_i),
\]

where \(N\) is the number of CNN models, and \(\mathcal{L}_c\) is a loss function for averaging models. Furthermore, \(\mathcal{L}_i\) is an auxiliary loss for the \(i\)-th CNN, and the loss is only used in the training phase. \(o\) is defined as follows:

\[
o(\bar{x}; w_1, w_2, \ldots, w_N) = \frac{1}{N} \sum_{i=1}^{N} o_i(\bar{x}; w_i),
\]

where \(o_i(\bar{x}; w_i)\) is the output of the \(i\)-th CNN with a trained weight parameter of \(w_i\) and \(\bar{x}\) denotes input data normalized by equation 1. Each network is fine-tuned as using a very small value of learning rate \(\eta\) to minimize \(\mathcal{L}_i\) (e.g., \(\eta = 1e^{-5}\) in this paper). Figure 1 shows a conceptual sketch of JF for the model ensemble.

### 2.3. DropCNN

The traditional dropout method is used for preventing overfitting of deep neural networks [13]. Inspired by the dropout technique, we invent a dropping CNN method.
called by DropCNN. The method is used for maximizing the effect of JF, and it improves performances in terms of accuracy. The DropCNN is illustrated in Figure 2. CNNs are selected uniformly and randomly with a probability of $1 - p_d$, where $p_d$ denotes a drop rate. (We use $p_d = 0.1$ in this paper) Only selected CNNs are averaged for the prediction in the training phase. This helps to make good predictions even with a small number of CNNs in the training phase. Finally, this process gives better results when performing predictions using all models in the test phase as shown in Table 1. The metrics used in the experiment are introduced in Section 4.

Table 1. Effectiveness of JF with DropCNN using a center crop image.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ensemble</th>
<th>JF</th>
<th>JF DropCNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohen Kappa</td>
<td>0.9567</td>
<td>0.9576</td>
<td>0.9578</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.9721</td>
<td>0.9727</td>
<td>0.9728</td>
</tr>
<tr>
<td>Mean Precision</td>
<td>0.9293</td>
<td>0.9314</td>
<td>0.9307</td>
</tr>
<tr>
<td>Mean Recall</td>
<td>0.9018</td>
<td>0.8985</td>
<td>0.8991</td>
</tr>
</tbody>
</table>

2.4. The test phase

For a more accurate prediction, we use a multi-crop test. We change the fully connected layer at the top of the network to the fully convolutional form as in [3, 12], and we average the scores at multiple scales (the shorter side of input image is in 224, 256, 384, 480). In addition, we average the softmax outputs of the trained models after finishing JF with DropCNN, as mentioned in Sections 2.2 and 2.3.

3. Localization

Region-based convolutional detectors [2, 10] are the most promising approaches for object localization tasks compared to other detection methods. A branch of the region-based CNN methods achieved the highest accuracy in terms of mAP with a given intersection on union (IoU). A different version of the region based CNN was proposed by Jifeng et al. [1] combining an R-FCN with a position-sensitive score map and position-sensitive RoI pooling. For convenience, we devised the R-FCN’s sublayers into two parts, depending on their purpose and, labelled them as follows: the convolutional feature extraction (CFE) Layer and the RoI feature localization (RFL) layer (see Figure 3. (b)).

We use the same architecture as in [1] with the position-sensitive score map: $r_c(i, j|w) = \sum_{(x, y) \in B(i, j)} a_{c, i, j}(x + l, y + m|w)/n$. $r_c(i, j|w)$ is the response value estimated by the pooled region in the $(i, j)$th bin $B(i, j)$ for the $c$-th category, $a_{c, i, j}$ is a score map output of the $k^2(C + 1)$ score map with $k$ size of the position-sensitive RoI-pool layer and $C$ number of classes, $(l, m)$ denotes the top-left corner index of a RoI, $n$ is the number of pixels in the $B$, and $w$ denotes every learnable parameters of the model. We apply two types of ResNets with 50 and 101 layers [4] as a backbone CNN network for convolutional feature extraction, and a region proposal network (RPN) [10] is used for generating region candidates during the training process. Figure 3 (a) shows a sampled image and its ground truth annotation boxes from the MIO-TCD training dataset, and Figure 3 (b) shows an illustration of the overall structure of the R-FCN.

We trained the classifiers with the provided training data and an objective function consisting of the summation of the cross-entropy loss and the box regression loss: $\mathcal{L}(o_*, t_b) = \sum_{c \neq 0} \mathcal{L}_{cls}(o_c*) + \lambda I(c^*) \mathcal{L}_{reg}(t_b, t_{b*})$. Here, $c^*$ is the RoI’s ground truth label, which has a background label when $c^*$ equals zero, and $I(c^*)$ is an indicator that equals to 1 except when $c^*$ has the background label ($c^* = 0$). $\mathcal{L}_{cls}(o_*) = -\log o_*$ is the cross-entropy loss for classification under a given class output $o_*$, $\mathcal{L}_{reg}(t_b, t_{b*})$ is the bounding box regression loss with $t_b = (t_l(x), t_l(y), t_l(w), t_l(h))$ as defined in [10], and $\lambda$ is balance weight $\lambda = 1$ as in [2].

4. Experiments

4.1. Classification

The MIO-TCD-classification dataset has 648,950 color images, such that 519,164 can be used for training data and 129,785 for test data. The dataset can be downloaded on the website. Metrics for the evaluation of the classification task are as follows:

$$\text{Accuracy} = \frac{TP}{\# \text{ of Testing Images}},$$

where $TP$ is the number of true positive images. The mean precision ($mPrec$) and mean recall ($mRec$) of each category are defined as follows:

$$mPrec = \text{mean}(Prec_c),$$

$$mRec = \text{mean}(Rec_c),$$

where $Prec_c = \frac{TP_c}{TP_c + FN_c}$, $Rec_c = \frac{TP_c}{TP_c + FP_c}$ of category $c$. $\text{mean}(\cdot)$ denotes averaging all values over $c$.

Our method shows the best performance among other state-of-the-art methods, as illustrated in Table 2. The single model of ResNet-18 with a center crop achieves 96.99%, and the accuracy of the the eight-model ensemble (average) is 97.93%. Surprisingly, our ResNet-18 is better than ResNet-50, which is a deeper model than our network is. Our JF with DropCNN model achieved 97.95% accuracy, and this is superior to the averaging ensemble model.

Table 3 gives a confusion matrix of our JF with DropCNN. Our method shows high accuracies in the bus,
car, and background categories. Especially, for the background category, our method achieves near 100% accuracy. We consider that there are not significantly large variations in the background category because the images taken from the traffic surveillance camera have a similar environment.

### 4.2. Localization

We performed experiments for localization on MIO-TCD, which 110,000 training images and 27,743 test images, with eleven object classes, as follows: articulated truck, bicycle, bus, car, motorcycle, non-motorized vehicle, pedestrian, pickup truck, single unit truck, work van, and background. Both train and test datasets contain background and foreground objects with different properties, and some specific regions of these images provide significant occlusion and clutter, inconsistent contrast, various levels of illumination, and pose variation of objects.

We trained four R-FCN models with different random initializations and layer depths (two ResNet-50s and two ResNet-101s), and we tuned hyper-parameters of networks arbitrarily divided into training datasets using 5-fold cross validation. For each model, we set the size of the position-sensitive RoI-pool layer \( k = 7 \), and then we used \( 7^2 (11 + 1) \) channel convolutional layers to obtain position-sensitive score map. We applied online hard example mining (OHEM) \([11]\) to balance positive and negative samples during training. We set the learning rate 0.001 for the initial 80k iterations and then multiplied \( 10^{-3} \) for each step until 300k iterations were reached, with a weight decay of 0.0005 and a momentum of 0.9 for every model. Non-maximum suppression (NMS) was applied for post-processing to merge the initially localized bounding boxes with a threshold of 0.3 IoU, as a standard approach.

We also performed experiments to verify the effect of the maximum number of region candidates produced by the RPN, and then we fixed the maximum candidate regions at 700 (see Table 4). Other layer specifications and hyper-parameters followed the original configuration given in \([1]\). After training each R-FCN model, we ensembled the models into one localization model, as shown in Figure 4. Each model receives an image as an input data, then forwards it and generates initial bounding boxes on an input image.
Table 3. Confusion matrix of our method (%). The labels in the leftmost column and on the top represent the ground truth and prediction results, respectively.

<table>
<thead>
<tr>
<th>Articulated Track</th>
<th>Bicycle</th>
<th>Bus</th>
<th>Car</th>
<th>Motorcycle</th>
<th>Non-motorized Vehicle</th>
<th>Pedestrian</th>
<th>Pickup Truck</th>
<th>Single Unit Track</th>
<th>Work Van</th>
<th>Background</th>
</tr>
</thead>
<tbody>
<tr>
<td>Articulated Track</td>
<td>93.24</td>
<td>0.00</td>
<td>0.35</td>
<td>0.93</td>
<td>0.00</td>
<td>0.23</td>
<td>0.00</td>
<td>0.23</td>
<td>4.13</td>
<td>0.15</td>
</tr>
<tr>
<td>Bicycle</td>
<td>0.18</td>
<td>89.49</td>
<td>0.18</td>
<td>2.45</td>
<td>0.70</td>
<td>6.48</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Bus</td>
<td>0.23</td>
<td>0.00</td>
<td>97.79</td>
<td>1.47</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.35</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>Car</td>
<td>0.00</td>
<td>0.00</td>
<td>98.23</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.74</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Motorcycle</td>
<td>0.00</td>
<td>1.85</td>
<td>0.00</td>
<td>2.22</td>
<td>91.11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Non-motorized Vehicle</td>
<td>10.73</td>
<td>0.23</td>
<td>0.23</td>
<td>0.91</td>
<td>0.00</td>
<td>52.28</td>
<td>0.68</td>
<td>3.65</td>
<td>13.01</td>
<td>2.05</td>
</tr>
<tr>
<td>Pedestrian</td>
<td>0.00</td>
<td>1.47</td>
<td>0.00</td>
<td>0.26</td>
<td>0.06</td>
<td>0.00</td>
<td>94.06</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Pickup Truck</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>4.50</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>95.39</td>
<td>0.09</td>
<td>0.01</td>
</tr>
<tr>
<td>Single Unit Track</td>
<td>10.31</td>
<td>0.00</td>
<td>0.16</td>
<td>0.47</td>
<td>0.00</td>
<td>0.16</td>
<td>2.58</td>
<td>83.36</td>
<td>1.59</td>
<td>1.88</td>
</tr>
<tr>
<td>Work Van</td>
<td>0.08</td>
<td>0.04</td>
<td>0.08</td>
<td>5.62</td>
<td>0.00</td>
<td>0.04</td>
<td>0.04</td>
<td>0.78</td>
<td>0.78</td>
<td>0.87</td>
</tr>
<tr>
<td>Background</td>
<td>0.04</td>
<td>0.00</td>
<td>0.02</td>
<td>0.07</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 4. Localization mAP using different backbone CNNs with the maximum number of top scoring boxes with NMS (the cross-validation on training dataset).

<table>
<thead>
<tr>
<th>Model (# maximum region proposals)</th>
<th>mAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50 (300)</td>
<td>79.53</td>
</tr>
<tr>
<td>ResNet-50 (700)</td>
<td>80.45</td>
</tr>
<tr>
<td>ResNet-101 (300)</td>
<td>79.71</td>
</tr>
<tr>
<td>ResNet-101 (700)</td>
<td><strong>80.56</strong></td>
</tr>
</tbody>
</table>

Table 5. Comparison of mAP among state-of-the-art models on the test dataset with different detector settings.

<table>
<thead>
<tr>
<th>Model</th>
<th>mAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLO-v1</td>
<td>62.65</td>
</tr>
<tr>
<td>Faster-RCNN</td>
<td>69.98</td>
</tr>
<tr>
<td>YOLO-v2-PascalVOC</td>
<td>71.47</td>
</tr>
<tr>
<td>YOLO-v2-MIOTCD</td>
<td>71.83</td>
</tr>
<tr>
<td>SSD-300</td>
<td>73.97</td>
</tr>
<tr>
<td>R-FCN (ResNet-101)</td>
<td>77.76</td>
</tr>
<tr>
<td>R-FCN (ResNet-50)</td>
<td>77.99</td>
</tr>
<tr>
<td>R-FCN (2-models ensemble)</td>
<td>78.65</td>
</tr>
<tr>
<td>R-FCN (3-models ensemble)</td>
<td>78.98</td>
</tr>
<tr>
<td>R-FCN (4-models ensemble)</td>
<td><strong>79.24</strong></td>
</tr>
</tbody>
</table>

Figure 4. An illustration of the multi-network ensemble for region-based object detector. For the an input data, each model generates candidate boxes through the CFE and RFL layers, and then the generated boxes are merged into an image by NMS.

These bounding boxes from each model are merged into finalized one applying NMS. Finally, we achieved 79.24% mAP of the overall classes with the ensemble model using four trained R-FCNs, which showed the highest accuracy among the state-of-the-art models, as illustrated in Table 5. Detailed mAPs in each class of the final ensemble models are shown in Figure 5.

5. Conclusion

We presented methods that classify and localize vehicles in surveillance recordings. For the classification task, we basically used a deep ResNet with 18 layers and ReLU. Furthermore, a new ensemble method called JF with DropCNN was proposed, and it was useful for increasing the model’s accuracy. For the localization task, we adopted an R-FCN with deep residual models and implemented its ensemble network to achieve more accurate results. Finally, our classification method outperformed other state-of-the-art models, such as AlexNet, ResNet 50+SVM, and VGG16+SVM, and our localization method outperformed state-of-the-art detectors, such as YOLO, F-RCNN, and SSD. In future, we plan to analyze the joint fine-tuning with DropCNN to gain deeper insights into the classification and exploit advanced pre- or post-processing, such as soft NMS, for the localization. We will soon release our models, and source codes are publicly available.
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Figure 5. Per-class precision-recall curves from a four-ensemble model. Each class name and its average precision (AP) are shown over each precision-recall curve.
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Figure 6. Example detection results for the test dataset from the configuration that achieved 77.99% mAP with a single ResNet-50 model. Each image was randomly selected, and a score threshold of 0.5 is used for visualization.