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Abstract

Visual Grounding (VG) aims to locate the most relevant
object or region in an image, based on a natural language
query. The query can be a phrase, a sentence or even a
multi-round dialogue. There are three main challenges in
VG: 1) what is the main focus in a query; 2) how to under-
stand an image; 3) how to locate an object. Most existing
methods combine all the information curtly, which may suf-
fer from the problem of information redundancy (i.e. am-
biguous query, complicated image and a large number of
objects). In this paper, we formulate these challenges as
three attention problems and propose an accumulated atten-
tion (A-ATT) mechanism to reason among them jointly. Our
A-ATT mechanism can circularly accumulate the attention
for useful information in image, query, and objects, while
the noises are ignored gradually. We evaluate the perfor-
mance of A-ATT on four popular datasets (namely Refer-
COCO, ReferCOCO+, ReferCOCOg, and Guesswhat?!),
and the experimental results show the superiority of the pro-
posed method in term of accuracy.

1. Introduction

Visual Grounding (VG) has attracted a lot of attention

in recent years [9, 17, 28, 31, 32]. Unlike object detection

which aims to detect the objects or the regions of interest

given the pre-defined class labels, VG expects to understand

the natural language query and then find out the target ob-

ject of the query in the image. VG is an important technique

for a machine to understand the real-world and communi-

cate with a person as a human does. In particular, VG can

be widely used in the visual understanding system and dia-

logue system of new generation intelligence devices.

VG requires a full understanding of both the image the

natural language query. However, in real-world applica-
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Query from 
GuessWhat?!:

Query from ReferCOCO:

Query from ReferCOCOg:

is it a person? Yes
is the person a man? No
is it the left woman? No
does she wear glasses? Yes

woman in black

a woman in black playing a game 
with her friends

Query from ReferCOCO+:
woman wearing glasses with smile

Figure 1. In VG, the query can be a dialogue, a sentence or a

phrase, and the target of the query is an instance in the image.

tions, the queries can be very complex and ambiguous.

More critically, the scene in the image can be even harder

to analyze due to its complicated structure. While a per-

son can easily understand the query and locate the target

object, it is difficult for a machine to effectively grasp the

key point in the natural language and the visual content.

To illustrate these challenges, we show a practical example

in Figure 1, where the queries are from Guesswhat?! [3],

ReferCOCO, ReferCOCO+, and ReferCOCOg [31]. In this

example, the target of all queries is the woman in a black T-

shirt, as located by the box. There are many irrelevant con-

cepts in these queries, such as “man”, “friends”, “game”,

and the image depicts a complex scene with multiple in-

stances. Thus, VG requires the machine to understand the

complex reasoning in the query, as well as the spatial and

semantic relationships among the instances in the image.

As a research direction across vision and language, VG

has benefited from the development of Convolutional Neu-



ral Networks [7, 12], Recurrent Neural Networks [2, 6], and

other areas such as Image Captioning [5, 26] and Visual

Question Answering (VQA) [27]. However, the pioneers

[4, 9, 17, 28, 31, 32] in VG simply combine all informa-

tion curtly, where there may exist information redundancy

and the latent relationships are not considered. For exam-

ple, Hu et al. [9] employ three LSTMs to process linguistic

information, local and global visual information separately.

In [31], Yu et al. extract two types of features to encode

the similarities and differences among all objects, but they

still consider a general feature over all kinds of information.

Recently, the attention mechanism has been widely used

in many applications such as Natural Language Processing

[2, 23], Image Captioning [29, 30] and VQA [4, 14, 16, 24]

due to its effectiveness in dealing with information redun-

dancies. However, in VG, few works have been studied with

attention mechanism, except Rohrbach et al. [21] proposed

an approach that ground the query by reconstructing a given

phrase using a language attention mechanism. In this way,

the redundancy in queries are reduced, but redundancies in

images (such as irrelevant objects) still exist.

In this paper, we decompose the Visual Grounding prob-

lem into three sub-problems: 1) identify the main focus in

the query; 2) understand the concepts in the image; 3) lo-

cate the most relevant object. We re-formulate these sub-

problems to three highly correlated attention problems, i.e.,

1) which words to focus on in a query; 2) where to look
in an image; 3) which object to locate. Solving these three

attention problems separately is a naive solution for the VG

task. However, failing to consider the correlations among

those attention problems, this approach may lead to a un-

satisfactory performance. To this end, we further employ

an accumulating process to combine all types of attention

together and refine them circularly, where each type of at-

tention will be utilized as a guidance when computing the

other two. The proposed method, named as Accumulated

Attention (A-ATT), is end-to-end, and is capable of han-

dling different forms of natural language queries.

We evaluate the performance of A-ATT on four datasets

with different forms of input query, i.e., ReferCOCO and

ReferCOCO+ with short phrases or full sentences, Refer-

COCOg with long sentences and the GuessWhat?! with

multiple rounds of dialogues. Experimental results show

that our model outperforms the previous state-of-the-art on

most splits of the datasets by a large margin. Moreover,

our model can display the attended regions and highlighted

words in the visual grounding process (see Figure 5), which

increases the interpretability of the model.

2. Related Work
Visual Grounding, also known as Referring Expression

Comprehension, requires a model to respond to a query by

specifying a corresponding region in an image. Hu et al.

[9] regard VG as a generalization of object detection and

employ three LSTMs to process linguistic, local and global

information, respectively. Rohrbach et al. [21] train a vi-

sual grounding model by reconstructing the query phrase

using attention mechanism. In [17], Mao et al. propose the

Maximum Mutual Information (MMI) method that consid-

ers whether a listener would interpret a referring expression

unambiguously. Yu et al. [31] propose a visual compar-

ative method (visdif) to discriminate the target object from

the surrounding objects. In [32], a Speaker-Listener model

is proposed, where the listener module can comprehend re-

ferring expressions and ground language. These pioneers

provide good baselines and motivations for future works.

The neural attention mechanism has been widely used

in different areas of computer vision and natural language

processing, for example the attention models in image

captioning[25, 29, 30], visual question answering (VQA)

[14], machine translation [2] and machine reading systems

[8]. In [2], Bahdanau et al. propose a “soft attention” mech-

anism which adds a layer to the network that predicts soft

weights and uses them to compute a weighted combination

of the items in memory. In [14], Lu et al. propose a hi-

erarchical co-attention method for VQA which computes a

conditional representation of the image given the question,

as well as a conditional representation of the question given

the image. Following [14], Wang et al. [24] extend the co-

attention model to higher orders. However, in [14] and [24]

the attention among each kind of information is computed

only once, which may be insufficient to model the latent

correlations effectively. Unlike these methods, the proposed

accumulated attention mechanism attend on all kind of in-

put information jointly for multiple times.

3. Proposed Method

The Visual Grounding task aims to ground a query into a

region of an image. Formally, given an image I containing

k objects O = {o1, o2, . . . , ok} and a query Q, we hope to

learn a hypothesis h to map Q to the target object o∗, i.e.,

h(I,O,Q) → o∗. In this paper, we propose to transform the

VG problem into three attention problems: 1) which words
to focus on in a query; 2) where to look in an image; 3)

which object to locate. On the top of these three attention

problems, we further propose a novel model that accumu-

late attention among all sources of information (I , O and Q)

in a circular manner. Moreover, each type of attention can

be refined by the other two during the accumulating process,

and the model can be trained end-to-end.

In the following, we first introduce our attention modules

in Section 3.1. In Section 3.2, we describe how to reason

multiple kinds of attention jointly using the accumulated at-

tention (A-ATT) mechanism. Lastly, we illustrate how to

ground the query in the image with the proposed method.
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Figure 2. The architecture of the proposed method. Given an input image, the corresponding query and the object candidates, our model

extract attentions from these three kinds of information. We use blue, green and yellow to represent the attention for the query, image, and

objects, respectively. Performing the A-ATT mechanism for more rounds can facilitate the communication among different information.

During each round of the proposed A-ATT mechanism, each type of attention will be refined by the other two.

3.1. Attention modules

3.1.1 Which words to focus on in a query

In the Visual Grounding task, a query can be a short phrase,

a sentence or a multi-round dialogue, as shown in Figure

1. Here, we take the dialogues in GuessWhat?! [3] as a

example. A dialogue is consisted of a sequence of question-

answer (QA) pairs Q = {{q1, a1}, {q2, a2}, ..., {qT , aT }},

where T is the number of the QA pairs.

In general, dialogues can be very long, therefore we use

a hierarchical architecture [14] to encode them. Specifi-

cally, for dialogue Q, we first use a word embedding layer

to encode each word in the questions into a fix-length vec-

tor. Then, for each QA pair, we feed the encoded question

into an LSTM and obtain the question feature from the hid-

den state at the last time step. Meanwhile, the answer fea-

ture is simply the one-hot encoding of the original answer.

We then concatenate the question feature and answer fea-

ture together to obtain the feature of the QA pair. Lastly,

we employ another LSTM which takes all QA pair features

as the inputs, and collect the outputs at every recurrent step

as the dialogue feature. Note that when the query is a short

phrase or a sentence, a vanilla LSTM would be sufficient to

capture the relationships within the sequence, thus utilizing

a hierarchical architecture in this case is unnecessary and

even results in over-fitting.

We denote the query feature as S = {s1, s2, ..., sT },

where si is the feature for i-th QA pair (or word) in the

query. To explore which QA pairs in a dialogue to focus on,

we use following attention mechanism:

αq
i = softmax(w�

q H
q
i ), i = 1, ..., T. (1)

Here, Hq
i is a joint feature generated by an accumulate op-

eration (see Equation (4)) from the query feature S, where

the features extracted from the other two kinds of informa-

tion, i.e., image and object, are utilized as guidance. We

will explain the details of the calculation of Hq
i in Section

3.2. In addition, wq is a learnable transformation matrix,

and the resultant αq
i is the attention weight for the i-th QA

pair in the query.

3.1.2 Where to look in an image

To decide where to look in an image, we adopt the usual

practice in Image Captioning [29] and VQA [14] that di-

vide the image into multiple regions corresponding to the

extracted feature map, and assign different attention weights

for those regions. In our model, we employ the VGG-16

[22] model to extract feature maps V = {v1,v2, . . . ,vL}
from the last convolutional layer, where L = 14× 14 is the

number of regions. Similar to the calculation of the query

attention, we obtain a joint feature Hc from V to guide the

attention among all the image regions:

αc
i = softmax(w�

c H
c
i ), i = 1, ..., L, (2)

where the αc
i is the attention weights for the i-th region in

the image and wc is the learnable parameters.



3.1.3 Which object to locate

In the common scenario, there may exist multiple object

candidates within an image. In this section, we explicitly

pay different attention to those object candidates with the

guidance from the query and the global image context. This

can be beneficial for the final grounding task, because the

objects with higher attention weights will play a more im-

portant role in the subsequent attention process. The object

candidates can be obtained through a pre-trained object de-

tection model like Faster-RCNN [20], or a proposal gener-

ating model such as Edgebox [33], Objectness [1] and so

on. For fair comparisons, we follow [31, 32] and use the

object candidates provided by datasets.

Afterwards, we represent each candidate as a fix-length

vector composed of two types of information: the spatial

information and the local information. Following [3], we

obtain the spatial information of each object candidate by:

os = [
xmin

wimg
,
ymin

himg
,
xmax

wimg
,
ymax

himg
,

xcenter

wimg
,
ycenter
himg

,
wbox

wimg
,
hbox

himg
],

where w and h represent width and height, respectively. The

subscript box denotes the bounding box, and subscript img
stands for the image. For local information, we crop the

image with the bounding box of each candidate and feed

the cropped area into the aforementioned VGG-16 model.

Then, we take the output at the second fully-connected layer

as the local information ol. More importantly, we embed

os and ol into the same vector space with another two em-

bedding matrices, as we expect that the two components

of the candidate representation should have equal contribu-

tions. We further utilize a Batch Normalization [10] layer

after each embedding matrix to scale the output. Finally,

the resultant os and ol are concatenated together to form

the object candidate representation o = [ol,os].
We represent all the object candidates in an image by

O = {o1,o2, ...,oK}, where K is the number of the object

candidates. The attention weight for oi is then calculated

based on the joint feature Ho:

αo
i = softmax(w�

o H
o
i ), i = 1, ...,K, (3)

where αo
i is the attention weights for the i-th object candi-

date that will determine which object to locate, and wo is a

transformation matrix.

3.2. Accumulated Attention (A-ATT) model

So far we have proposed three attention modules for

solving the three sub-problems. However, since those sub-

problems are highly correlated, we still need a “core” to

combine multiple types of information together, and gener-

ate a joint feature H to guide the assignment of attention.

Figure 3. The A-ATT process. X denotes the input features, while

g1 and g2 are the attention guidances. x̃i indicates the attended

feature of X at the i-th round. “0” means that the attention guid-

ance is not generated yet.

In this section, we describe how to obtain this H via the

proposed accumulated attention mechanism.

Formally, we denote the input of an attention module as

a feature sequence: X = {x1, ...,xn} ∈ R
d×n, where d

is the dimension of features, and n is the sequence length.

Here, X can be the query feature (S), the image feature

(V ) or the feature of the object candidates (O). Then, the

joint feature can be calculated through:

Hi = tanh(Wxxi +Wg1g1 +Wg2g2), (4)

where g1, g2 ∈ R
d denote the attention guidance from the

other two types of feature. Wx, Wg1 and Wg2 are learnable

parameters. Afterwards, we compute the attention weight

αi as in Equation (1), (2) or (3) for each element xi in the

feature sequence X , and obtain the attended feature by:

x̃ =

N∑
i=1

αixi, αi ∈ {αq
i , α

c
i , α

o
i } (5)

The attended feature x̃ is then serving as an attention guid-

ance g in other attention modules. Denoting the process in

Equation (5) as x̃ = ATT(X, g1, g2), the attended features

for all three kinds of information can be represented by:

⎧⎪⎨
⎪⎩

ATT(S, õ, ṽ) = s̃

ATT(V , s̃, õ) = ṽ

ATT(O, ṽ, s̃) = õ

(6)

Obviously, the computations in Equation (6) form a circula-

tion: any type of attended feature will be reused to refine the

attention of the other two kinds of information. We define

Equation (6) as A-ATT, then we have:

A-ATTi+1 = R(S,V ,O;A-ATTi), i ∈ {1, 2, . . . }, (7)

where R denotes the computations within a round and i in-

dicates the i-th round of the circulation.

We illustrate the details of A-ATT process in Figure 3.

Within each round of A-ATT, the features of query, image,

and objects are fed into the ATT process progressively. Note
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Figure 4. The A-ATT mechanism. Bold lines denote the ATT pro-

cesses, and dash lines denote the attention guidance. One cycle

denotes one round of A-ATT process.

that the first round of A-ATT is the initial phase, where no

guidance information is available. At the end of each round,

the attended features s̃, ṽ and õ will be generated through

Equation (6), and passed to the next round through Equa-

tion (7). Moreover, as depicted in Figure 4, these attended

features will keep flowing through the following rounds.

During this “attention accumulating” process, the atten-

tion for the useful information in S, V and O will accumu-

late, while the attention for the noises will vanish. Though

the number of rounds can grow endlessly, the total model

parameters are consistent throughout the process.

Dataset # images # queries # objects

ReferCOCO 19,994 142,209 50,000

ReferCOCO+ 19,992 141,564 49,856

ReferCOCOg 26,711 85,474 54,822

GuessWhat?! 66,537 155,280 134,073

Table 1. Data statistics

3.3. Grounding the query

To ground the query in the image, we first acquire the

attended features of the query s̃ and the image ṽ at every

rounds of the A-ATT process, then feed them into an em-

bedding layer followed by a tanh(·) activation function to

generate a joint representation of the attended features, i.e.

F = tanh(We[s̃; ṽ]), (8)

where We is an embedding matrix and [·] indicates the con-

catenation operation. Then, the probability for object oi

being the target object is computed by a softmax function:

pi = softmax(F � tanh(αo
iWoi)), (9)

where W is another embedding matrix, and αo
i is the at-

tention weight for oi. Moreover, � denotes element-wise

multiplication, for we wish to explicitly find the best match

between the fused image-query information F and the fea-

ture of object candidate oi. Let p∗ be the predicted proba-

bility (softmax score) of the target object o∗, our objective

is to minimize the loss function: L = − 1
m

∑m
j=1 log p

∗
j ,

where m is the number of samples in a mini-batch.

4. Experiments
In this section, we first evaluate the proposed method on

four popular datasets for visual grounding tasks, then we

conduct several ablation studies on the effectiveness of each

attention module and the benefit of the interactions among

these attention modules. Specifically, we implement four

versions of algorithms by performing the A-ATT process

with one to four rounds, namely Ours-r1, Ours-r2, Ours-
r3 and Ours-r4. Other options (number of rounds larger

than four) are not considered, because excessive rounds of

A-ATT may lead to a heavy computational load.

4.1. Datasets

We evaluate the proposed method on four datasets based

on MS-COCO [13], i.e. ReferCOCO, RegerCOCO+, Refer-

COCOg and Guesswhat?!. In ReferCOCO and Refer-

COCO+ [11], the queries are mostly short phrases, the

difference is that the query in ReferCOCO+ should not

contain any spatial information. Whilst in ReferCOCOg,

the queries are normally declarative sentences. Guess-

What?! [3] is collected by a two-player game, the queries

of which are all multi-round dialogues. The data statistics

are recorded in Table 1.

Similar to [31], we split ReferCOCO and ReferCOCO+

into 40,000 training, 5,000 validation, and 5,000 testing

samples, where the testing set are further split into “TestA”

and “TestB”. More precisely, images containing multiple

people are put into “TestA” while images containing other

objects are in “TestB”. ReferCOCOg is split into 44,822

training and 5,000 validation samples. Following [3], we

split the GuessWhat?! dataset into training, validation, and

testing set by a fixed proportion of 70%, 15% and 15%.

4.2. Implementation details

In this paper, we use VGG-16 [22] as our backbone CNN

to extract features from the whole image and the cropped re-

gions. The VGG-16 model is pre-trained on ImageNet, and

is fixed in our implementation. When processing queries,

we use two types of recurrent architectures. Specifically, for

a multi-round dialogue, we use the hierarchical LSTM [14]

to process the dialogue at both QA pair level and dialogue

level. For sentences or phrases, we simply take the vanilla

LSTM to encode them. The size of word embedding is set

to 256, while the dimensions of LSTM hidden states are all

512. The model parameters are optimized by momentum

SGD, where the momentum coefficient is set to 0.9 and the

learning rate is set to 0.1. We train the models for 20 epochs,

and apply early stopping on the validation set.

4.3. Performance on ReferCOCO & ReferCOCO+
& ReferCOCOg

We first evaluate our methods on ReferCOCO, Refer-

COCO+, and ReferCOCOg, where the queries are sen-



Methods
ReferCOCO ReferCOCO+ ReferCOCOg

Val acc TestA acc TestB acc Val acc TestA acc TestB acc Val acc

Baseline [17] - 63.15 64.21 - 48.73 42.13 55.16

visdif [31] - 67.57 71.19 - 52.44 47.51 59.25

MMI [17] - 71.72 71.09 - 58.42 51.23 62.14

visdif+MMI [31] - 73.98 76.59 - 59.17 55.62 64.02

Luo et al. [15] - 74.14 71.46 - 59.87 54.35 63.39

Luo et al. (w2v)[15] - 74.04 73.43 - 60.26 55.03 65.36

Neg Bag [19] 76.90 75.60 78.00 - - - 68.40

speaker+listener [32] 77.84 77.50 79.31 60.97 62.85 58.58 72.75

speaker+listener+reinforcer [32] 78.14 76.91 80.10 61.34 63.34 58.42 71.72

speaker+listener+MMI [32] 78.42 78.45 79.94 61.48 62.14 58.91 72.13

speaker+listener+reinforcer+MMI [32] 78.36 77.97 79.86 61.33 63.10 58.19 72.02

Ours-r1 79.19 79.67 78.16 64.45 66.51 58.84 72.33

Ours-r2 80.68 81.37 79.79 65.35 68.36 60.19 72.67

Ours-r3 80.98 81.67 79.96 65.50 67.92 60.69 72.94

Ours-r4 81.27 81.17 80.01 65.56 68.76 60.63 73.18

Table 2. Comparisons on ReferCOCO, ReferCOCO+ and ReferCOCOg.

tences or short phrases. We adopt Maximum Mutual Infor-

mation method (MMI) [17], visdif method [31] and the lis-

tener model in speaker-listener architecture [32] as our main

baselines. The comparative results are recorded in Table

2. On ReferCOCO dataset, Ours-r3 achieves an accuracy

of 81.67% on TestA split while the previous best result is

78.45% (in speaker+listener+MMI model). On TestB split,

Ours-r4 yields comparable performance to the state-of-the-

arts (80.01% vs. 80.10%). Furthermore, on ReferCOCO+

dataset, all four versions of the proposed A-ATT mechanism

consistantly improve the performance by a large margin on

both TestA split(68.76%, Ours-r4) and TestB split(60.69%,

Ours-r3). Finally, on ReferCOCOg dataset, A-ATT still

surpasses the previous state-of-the-art methods (73.18% vs.

72.75%). These experimental results verify the superiority

of our proposed A-ATT mechanism. Meanwhile, among all

four versions of our methods, Ours-r4 and Ours-r3 gener-

ally outperform Ours-r2 and Ours-r1, suggesting that A-

ATT with more rounds of execution can generate better at-

tended features for the visual grounding task.

Moreover, in the first round of A-ATT (i.e., Ours-r1),

the accumulation process has not started, and Ours-r1 can

only achieve a slight or even no performance improvement

among all the comparisons. Nevertheless, comparing Ours-
r2 with Ours-r1, we find that once the accumulation pro-

cess is started, the performance improves significantly and

immediately (e.g., 81.37% vs. 79.67% on TestA split, Refer-

COCO), which clearly demonstrate the effectiveness of the

accumulation process. It seems that more rounds (≥ 3) of

A-ATT only yields slight improvement on the top of Ours-
r2. One possible reason is that in VG tasks two or three

rounds are already sufficient for the proposed A-ATT to

achieve good interactions among all types of information,

leaving the following rounds a small room to improve.

Model Train err Val err Test err

Human 9.0% 9.2% 9.2%

Random 82.9% 82.9% 82.9%

LSTM 27.9% 37.9% 38.7%

HRED [3] 32.6% 38.2% 39.0%

LSTM+VGG [3] 26.1% 38.5% 39.2%

HRED+VGG [3] 27.4% 38.4% 39.6%

Ours-r2 29.3% 35.7% 36.5%

Ours-r3 30.5% 35.1% 35.8%

Ours-r4 29.8% 35.3% 36.3%

Ours-r3(w2v) 26.7% 33.7% 34.2%

Table 3. Comparisons on GuessWhat?!

4.4. Performance on GuessWhat?!

We then evaluate our model on GuessWhat?! [3], the

queries in which are all multi-round dialogues. We follow

[3] to take the bounding boxes and the corresponding cat-

egories to represent the object candidates. Table 3 shows

the evaluation results. Our method outperforms the previ-

ous state-of-the-arts on both the validation and test split by

a large margin, for example, Ours-r2 outperforms the pre-

vious best result LSTM by 2.2%. With another round of

the proposed A-ATT mechanism, we find that our model

Ours-r3 performs even better. However, Ours-r4 pro-

duces a slightly worse result, which may due to the over-

fitting issues. Also note that some of the proposed models

have higher training error than a few baseline models (e.g.

LSTM, HERD+VGG, etc.), indicating that our proposed

method is less likely to get overfitting. We additionally use a

pre-trained word2vector [18] embedding on our best model

Ours-r3, i.e., Ours-r3(w2v), we observe that it can signif-

icantly boost the performance of the A-ATT based models,

due to the better feature extracted from the queries.



4.5. Visualization of the attention

We further visualize the attention weights of the query,

image and object candidates for ReferCOCO, Refer-

COCO+, and ReferCOCOg, as shown in Figure 5. We ob-

serve that the attention for different types of information

tends to focus on the instances that are correlated semanti-

cally or spatially. For example, on the ReferCOCO dataset,

in the first column of the visualization results, the most fo-

cused word in the query is “person”, while in the image the

regions corresponding to the “person” are assigned larger

weights. Meanwhile, among all the object candidates, the

man sitting in front of the white box is attended. This means

that different types of information can provide useful guid-

ance for each other during the proposed A-ATT process.

Moreover, to illustrate the effect of the attention accu-

mulating, we visualize the attention on ReferCOCOg at dif-

ferent rounds of the A-ATT process. The results are shown

in Figure 6. Obviously, from the second round (r2) to the

fourth round (r4), the attention for all kinds of information

(query, image and object candidates) become more concen-

trated on the relevant instances (i.e., the target object, corre-

sponding regions in the image, and keywords in the query),

which means that attention weights for the target instances

will accumulate through the A-ATT process.

4.6. Ablation studies

In this section, we conduct several ablation studies by ig-

noring one or two types of attention in Ours-r2 algorithm,

and show the results in Table 4. In Table 4, w/o. S, w/o.
V and w/o. O denote the models without the attention on

queries, image and objects, respectively. w/o. SO denotes

the model without attention on both queries and objects,

w/o. VO and w/o. SV follow the same way. From Table 4

Models w/o. S w/o. V w/o. O w/o. SO w/o. VO w/o. SV

R
ef

er
C

O
C

O Val acc 78.97 79.15 79.52 78.88 78.04 77.72

TestA acc 79.14 79.82 80.08 78.75 78.43 78.09

TestB acc 76.81 76.96 77.94 76.74 76.12 76.69

R
ef

er
C

O
C

O
+

Val acc 63.06 63.33 64.22 62.44 62.63 62.73

TestA acc 64.98 65.37 66.84 64.39 65.08 64.24

TestB acc 58.70 58.23 59.08 58.24 57.36 58.60

Table 4. The results of ablation studies.

and Table 2, we can observe that the Ours-r2 model outper-

forms all the ablation models, indicating that all types of at-

tention information are necessary to the performance of the

proposed A-ATT process. Meanwhile, we find that when

using only one kind of attention information, (i.e., there is

no interaction between the attention modules, such as w/o.
SO, w/o. VO and w/o. SV), the model can only yield com-

parable results to the baseline models. However, when at

(a) Attention on ReferCOCO

(b) Attention on ReferCOCO+

(c) Attention on ReferCOCOg

Figure 5. Visualization of attention at the fourth round of A-ATT

on ReferCOCO, ReferCOCO+, and ReferCOCOg. For image at-

tention, we use colors from red to blue to represent the attention

weights from large to small. For query attention, we use red, blue,

green and black to indicate the attention weights on words that are

high, above-average, below-average and negligible, respectively.

For objects attention, we use the red mask to represent the candi-

dates with the highest attention weight, and use the green mask to

represent the ground-truth target object.

least two source of information are considered (such as w/o.
S, w/o. V, Ours-r2, etc.), these models can significantly

outperform the baseline models. This demonstrates that

building interactions among the three attention modules is



r2 r3 r4

a woman in a
purple t-shirt 
which has 
lettering across
the front

a woman in a 
purple t-shirt 
which has 
lettering across 
the front

a woman in a 
purple t-shirt
which has 
lettering across 
the front

gt

a man sitting in 
front of a larger 
pizza with 
pineapple on it

a man sitting in 
front of a larger 
pizza with 
pineapple on it

a man sitting in 
front of a larger 
pizza with 
pineapple on it

r2 r3 r4gt

r2 r3 r4

four blue jets
flying close 
to each other

four blue jets
flying close 
to each other

four blue jets
flying close 
to each other

gt r2 r3 r4

older woman 
wearing dark
blue sweater

older woman
wearing dark 
blue sweater

older woman
wearing dark
blue sweater

gt

r2 r3 r4

a man with 
glasses
holding a boy

a man with 
glasses
holding a boy

a man with 
glasses
holding a boy

gt r2 r3 r4

a woman in a 
green shirt is 
holding a 
frisbee

a woman in a 
green shirt is 
holding a 
frisbee

a woman in a 
green shirt is 
holding a 
frisbee

gt

Figure 6. The process of attention accumulating. We visualize the attention for the query, image and objects at the second (r2), third (r3)

and fourth (r4) round of the A-ATT process. The target objects are shown in the left (gt).

beneficial for the proposed A-ATT mechanism to achieve

the state-of-the-art performance. Moreover, compared with

w/o. S and w/o. V, w/o. O yields the best performance,

indicating that the attention on image or queries has more

effects on the A-ATT mechanism than the attention on ob-

jects does.

5. Conclusions and future works

In this paper, we have proposed a novel accumulated at-

tention (A-ATT) mechanism to ground the natural language

query into the image. Our model considers three types of

attention, i.e., query attention, image attention and objects

attention. Considering that the three kinds of attention are

often highly related to each other and each type of atten-

tion can be strengthened by the other two, we propose the

A-ATT mechanism to circularly refine the attention for in-

formation transferring and accumulation. In this way, the

noises and redundancy will decrease gradually, leading to

an improved performance. Our model is able to deal with

various types of queries, ranging from short phrases to long

dialogues. We evaluate the effectiveness of the proposed

method on four popular datasets. Extensive experiments

demonstrate the state-of-the-art performance over existing

methods.

There exist several open questions to explore in the fu-

ture. First, it is necessary and important to improve the ro-

bustness of the model in more complex problem settings.

More specifically, more round of A-ATT mechanism should

show more advantages in a complex setting. Second, cur-

rently, we consider only the information from queries and

images. However, it is valuable to improve the attention ac-

cumulation mechanism using additional information from

other sources such as larger databases and web. With more

source of information, we can design more kinds of atten-

tion modules, and build a more sufficient interaction within

those information through the proposed A-ATT mechanism,

which is expected to achieve an even better performance.
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