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Abstract

We address the problem of image feature learning for the
applications where multiple factors exist in the image gen-
eration process and only some factors are of our interest.
We present a novel multi-task adversarial network based on
an encoder-discriminator-generator architecture. The en-
coder extracts a disentangled feature representation for the
factors of interest. The discriminators classify each of the
factors as individual tasks. The encoder and the discrimina-
tors are trained cooperatively on factors of interest, but in
an adversarial way on factors of distraction. The generator
provides further regularization on the learned feature by re-
constructing images with shared factors as the input image.
We design a new optimization scheme to stabilize the ad-
versarial optimization process when multiple distributions
need to be aligned. The experiments on face recognition
and font recognition tasks show that our method outper-
forms the state-of-the-art methods in terms of both recog-
nizing the factors of interest and generalization to images
with unseen variations.

1. Introduction
Image feature representation learning has been one of

the central problems in Computer Vision. One of the most
significant developments in the recent years in image fea-
ture learning is the resurgence of convolutional neural net-
works combined with large-scale datasets [14]. In this pa-
per, we are interested in extending convolutional neural net-
work based feature learning to the problems where multiple
underlying factors determine the image generation process
but only some factors are of our interest.

For many practical applications, the image generation
process can be well approximated by a small number of fac-
tors. For instance, images of printed text are determined by
factors such as font and glyph and images of human faces
are determined by factors such as identity, pose, and illumi-
nation. We further assume there exists a primary factor for
a given application. For instance, in the case of text images,

if the application is font recognition, then font is the pri-
mary factor. But if the application is character recognition,
then glyph is the primary factor. Multi-task learning [3] is
the traditional approach to leverage the additional factors
that are present in the image generation process. It learns
a shared representation to predict all the factors. By doing
so, we obtain features that can potentially outperform those
learned from individual factors. However, if we are only
interested in the performance of the primary factor, such as
the identity for face images, can we do better than conven-
tional multi-task learning?

Another major challenge in feature learning is general-
ization. We want the features learned from training data
to perform well on test data that have never been seen in
training. In the case of factored image generation processes,
one particularly interesting generalization is to unseen vari-
ations of non-primary factors. For instance, if our problem
is font recognition, we are interested in a feature represen-
tation that is robust to glyphs that have never been seen in
training. Generalization is usually accomplished by seeing
as many data variations as possible in training. However,
in the case of images with factors, this would mean that we
need to potentially see images with all the combinations of
all the factors. We end up with an explosion of images (ex-
ponential with respect to the number of factors in the worse
case). The interesting question is whether it is necessary to
train on all the combinations of all the factors in order to
generalize if there is a primary factor.

In this paper, we propose a novel feature learning algo-
rithm for factored image generation processes that answers
the previous two questions. Without loss of generality, we
assume that the image generation process contains two un-
correlated factors and we are only interested in recognizing
one of two. We refer to the factor of interest as the con-
tent factor and the other as the style factor. The key idea of
the paper is that instead of learning from both factors in a
cooperative way (traditional multi-task learning where both
tasks help each other), we formulate the problem as learn-
ing from two adversarial tasks. To be more precise, given
an input image with a content label and a style label, one
task is to learn a content classifier and a shared image fea-
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Figure 1. Overall network architecture of our proposed adversar-
ial disentangling model. The model is composed of four compo-
nents: an encoder, a generator, a content discriminator, and a style
discriminator. The encoder is used to extract the content feature
representation of the image, which is good for content recognition
but not for differentiating the styles.

ture that label the image correctly according to the content
label. The other task is to learn a style classifier and the
same image feature that would label the image maximally
incorrectly according to the style label. Through the adver-
sarial process, we learn an image feature that outperforms
that of multi-task learning on the content factor and gen-
eralizes to new images with both unseen content and style
factors.

The overall framework of the proposed multi-task adver-
sarial network (MTAN) is shown in Figure 1. There are four
main components in our adversarial multi-task formulation:
an encoder network, a generator network, and two discrim-
inator networks. An input image is fed into the encoder
network which produces the target feature representation.
The feature is used as input to a content discriminator and
a style discriminator. Both the encoder and the content dis-
criminator work cooperatively to minimize a classification
loss driven by the content label, while the encoder and the
style discriminator play an adversarial game in which the
interaction is modeled by a minimax optimization over the
prediction of the style label. The two classification tasks
are essentially competing with each other as the difference
between the content and style classification losses is used
to train the feature encoder. To ensure the encoded feature
contains a full description of the image content, we also add
a generator network to produce an image that matches the
content of the input image and the style of a given style in-
dicator. Depending on whether the style indicator matches
the style label of the input image, the generator is trained to
either reconstruct the input image or transfer it to a different
style. By combining the encoder, the generator, and the two
discriminators, we obtain a feature that is optimized with
respect to the content factor while being style-agnostic. In
this way the feature can generalize to unseen style factors
without causing confusion on content understanding.

Same as other generative adversarial networks (GAN)
[7, 1], the training process of the propose network archi-
tecture tends to suffer from unstable numerical optimiza-
tion due to the minimax loss function. Moreover, in the
problems we are interested in, the style discriminator may
need to distinguish as many as hundreds or thousands of
classes as opposed to a binary decision (real or fake) as in
most existing GANs. If we break the multi-class problem
into a set of binary classification problems, we are actu-
ally required to solve a set of minimax problems coupled
by the same encoder, which is much more challenging than
for GAN. To tackle the problem, we extend the Wasserstein
GAN (WGAN) [1] algorithm to address the multi-class sce-
nario, which significantly improves the training stability.

The main contributions of this paper are three-fold: 1.
We propose a multi-task adversarial network that learns
a disentangled feature representation through adversarial
training of competing tasks on uncorrelated image fac-
tors. 2. We achieve stable optimization of multiple min-
imax losses by extending the WGAN algorithm [1] to the
multi-class scenario. 3. Our feature representation out-
performs standard cooperative multi-task learning methods,
and achieves the state-of-the-art performance on the face
recognition and font recognition datasets. Our approach can
better generalize to unseen variations in both content factors
and style factors.

2. Related Work

2.1. Disentangled Representation

There is a large quantity of literature concerning learning
disentangled representations. The bi-linear model is among
the first to separate the content and style in the underly-
ing set of observations [24]. With the recent development
of deep learning, auto-encoders [11, 10, 4] and Boltzmann
machine [22] are adopted as regularizers to combine the dis-
crimination and self-reconstruction criteria, thus discover-
ing the factors of variation beside those relevant for clas-
sification. In particular, Predictability Minimization [23]
and the Fair variational auto-encoder [16] encourage inde-
pendence between different latent factors. In addition to
reconstructing the input, [28, 19] synthesize other images
with the same content but with a different style to implic-
itly disentangle features. With the help of GANs, the work
of [17, 15, 6, 5] further explores the application of disentan-
gled representations in computer graphics and video predic-
tion.

Our proposed method differs from the previous meth-
ods by combining cross-style image generation with an ad-
versarial training strategy to learn disentangled features. It
is worth noting that although [25] also uses this combina-
tion for feature disentangling, our proposed multi-task ad-
versarial network differs in the following respects. Since



our main goal is to improve content classification perfor-
mance instead of synthesizing high-quality images, we em-
ploy multi-task adversarial training on the latent feature rep-
resentation, instead of on the synthesized image and the real
image. This is designed for explicitly learning such a dis-
entangled latent feature that is good for content recognition
but not for style recognition. By combining cross-style im-
age generation, the learned feature is not only inclusive or
generative for synthesizing a content-preserving image, but
also exclusive or invariant to style variations, thus benefit-
ing image classification.

2.2. Adversarial Learning

Adversarial training has been explored for representation
learning in various computer vision applications. In most
GANs, the aim is to minimize the divergence between the
distribution of real and fake images. The similar adversarial
training strategy has also been adopted in feature learning
in domain adaptation [26] and video prediction [5]. How-
ever, these methods use binary adversarial objective func-
tions, which means their adversarial training can only be
generalized to the cases where data come from no more
than two distributions. In contrast to their work, our pro-
posed adversarial method considers multiple distributions.
As shown in the adversarial branch in Figure 1, if we break
the multi-class problem into a set of binary classification
problems, we are actually required to optimize a set of min-
imax problems simultaneously, which are coupled by the
same encoder.

It is worth noting that some works on GANs have
claimed that they consider multiple categorical GANs, e.g.,
Semi-Supervised GAN [18] and DR-GAN [25]. Indeed,
they have added a new branch for the multi-categorical clas-
sification, but in these previous approaches, the compet-
ing adversarial loss only confuses the discriminator by us-
ing two distributions (real or generated) and no adversarial
strategies are adopted between different categories in the
auxiliary multi-categorical classifier branch. In our work,
the target of the encoder is to confuse the style classifier
with any two classes, which aims to reduce the feature dis-
tribution discrepancy of any two style classes. There is no
“real” reference class that can guide the distribution of other
classes. In Sec. 3.2, we will provide an in-depth discussion
concerning the difference between our proposals and most
relevant work concerning conventional GANs.

It is also worth noting that min-max optimization always
suffers from training instability as has been observed in re-
lated GAN research. In our model formulation, multiple
min-max problems require to be optimized simultaneously,
which further aggravates the training difficulties. Recent
work in [1, 20] have been proposed, that are resilient to
vanishing gradient and model collapse even with an over-
trained loss function or mildly changed network architec-

ture. In this way, the GAN network can be trained without
properly balancing the generator and discriminator, which
leads to improved training stability. However, these meth-
ods do not consider the adversarial loss for multiple dis-
tributions larger than two. Therefore, our work verifies
whether these approaches can be extended to address mul-
tiple distributions.

3. Multi-Task Adversarial Network
The overall framework of multi-task adversarial network

(MTAN) is illustrated in the Figure 1, where arrows indicate
the forward propagation direction. It is composed of four
components, including the encoder E, the generator G, the
content classifier DC and the style classifier DS .

Assume we have an image x with discrete content la-
bel y ∈ Y and discrete style label z ∈ Z . The image is
first mapped by the encoder to its latent feature representa-
tion E(x). Based on this latent representation, the discrim-
inators try to predict class distributions DC(E(x)) ∈ R|Y|
and DS(E(x)) ∈ R|Z| for content and style, respectively.
As our goal is to encode image content information while
removing any style variations in the learned feature repre-
sentation, a good encoder E should extract a feature that is
good for the content discriminator DC but bad for the style
discriminator DS . Based on this intuition, we formulate the
following adversarial multi-task training objectives:

min
E,DC

LC (1)

max
E

min
DS

LS . (2)

As can be seen, E and DC work cooperatively to minimize
the content classification loss LC , which is a conventional
cross-entropy loss between ground truth y and prediction
DC(E(x)). On the other hand, E andDS play an adversar-
ial game on the style loss LS , whereE tries to minimize the
divergence of feature distributions for different style classes
so that DS fails to correctly classify sample style no matter
how hard it tries. Ideally, at the end of the competition, DS

can perform no better than a random guess. The idea behind
(2) is the same as in GAN [7], although our goal is to learn
disentangled features instead of generating images. More-
over, the style loss LS typically involves a large number
of classes as opposed to the binary classification in GAN.
In our setting, there does not exist a “real” reference class
that can guide the distribution of other classes; yet no trivial
solution for E will be obtained as the encoder is also con-
strained by (1). The details of the loss function and training
scheme for (2) will be given in Sec. 3.1.

Besides the multi-task classification branches, our net-
work also includes a generation branch. The generator takes
an encoded latent feature as well as a target style indicator
z′ as inputs, and outputs a synthesized image G(E(x), z′)



which shares the same content of x but is rendered in the
style of z′. The training for the generation branch is guided
by an L2 reconstruction loss:

min
E,G

∑
(i,j):yj=yi,zj=z′

i

‖G(E(xi), z
′
i)− xj‖2 , (3)

where subscripts i and j denote data indices. z′i is randomly
sampled from Z . When z′i = zi, G tries to reconstruct the
original input xi; otherwise, G generates a style-transferred
version of xi that matches a corresponding sample xj with
style z′i in training database. The encoder-generator design
contributes to content feature disentangling in an implicit
way, and makes the encoded feature more inclusive of the
image content.

3.1. Multi-Class Adversarial Training

Here we discuss the loss function and optimization strat-
egy for the adversarial style classification in equation (2).
The classification loss on a training pair {x, z} can be de-
fined as the cross-entropy between predicted class distribu-
tion DS(E(x)) and ground truth label z:

`CE(x, z) = −
∑
k∈Z

δ(z − k) logDS(E(x), k), (4)

where δ(·) is the Dirac delta function, andDS(E(x), k) de-
notes DS’s prediction score for the k-th style class. How-
ever, as pointed out in [1], cross-entropy is not a stable loss
if there is a big disparity between the predicted distribution
and target distribution. With the loss in (4), optimization
in our case becomes even more unstable due to the large
number of style classes and the absence of a fixed reference
distribution.

Following the idea of WGAN [1], we improve opti-
mization stability by replacing the cross-entropy loss with
Earth Mover’s Distance (EMD). As the goal of encoder E
here is to match the feature distributions of multiple style
classes, we need to calculate EMD for each pair of distinct
styles. A more efficient alternative is to construct the pairs
in a one-versus-all way, which gives the following multiple-
distribution matching objective:

min
E

∑
k∈Z

W (p(E(X)|Z = k), p(E(X)|Z 6= k)) , (5)

whereW (·, ·) is the EMD distance,X andZ are the random
variables for x and z. With the same approximation used in
WGAN, the problem above can be converted to

min
E

∑
k∈Z

max
DS∈D

Ex∼p(X|Z=k)DS(E(x), k)

− Ex∼p(X|Z 6=k)DS(E(x), k),

(6)

where D is the space of all K-Lipschitz functions for some
K. As DS is shared by all the |Z| EMD operations, it is

very hard to simultaneously achieve the optima for all the
inner max problems. As an approximation, we switch the
order of summation and maximization in (6), and arrive at
our final objective function:

min
E

max
DS∈D

∑
i

−`EMD(xi, zi), (7)

and

`EMD(x, z) =−DS(E(x), z) +

∑
k 6=zDS(E(x), k)

|Z| − 1

= < z, DS(E(x)) >,
(8)

where z ∈ R|Z| is a vector representation of z, with the z-th
element equal to−1 and all the others equal to 1/(|Z|− 1).
Note that when |Z| = 2, our optimization objective reduces
to the original WGAN.

To enforce the K-Lipschitz condition for DS , we se-
lect K = 1 and adopt a gradient loss as in the improved
WGAN [9] which is extended to multi-class as follows:

LR =
∑
k∈Z

Eu(‖∇uDS(u, k)‖2 − 1)2. (9)

In practice, we sample latent feature u uniformly
along the straight lines connecting pairs of training data
(E(xi), E(xj)), where xi and xj are randomly sampled
from training batch with different style labels: zi 6= zj .
Note we interpolate feature points between any two style
distributions rather than just two distributions as in the im-
proved WGAN.

Finally, based on the loss terms in (8) and (9), we can
formalize the style loss LS as

LS =
∑
i

`EMD(xi, zi) + λLR, (10)

where λ is a weighting parameter.

3.2. Comparison with Prior Adversarial Models

We compare MTAN with the three most relevant GAN
and Auto-encoder variants as shown in Figure 2.

Semi-Supervised GAN: The Semi-Supervised GAN
aims to learn a discriminative classifier where the discrimi-
nator D is trained to not only distinguish between real and
fake, but also classify the real image in to K classes. D
outputs a (K + 1)-dim vector, in which the last dimension
represents real/fake decision. The generator G aims to fool
D by aligning two distributions, i.e., the distribution for real
and fake images. MTAN differs to semi-supervised GAN
in two aspects. Firstly, the input of the discriminator is the
latent feature representation, instead of the real and synthe-
sized image, and the goal of the encoder is to align the fea-
ture distributions between any two different style classes.



Figure 2. Comparison of previous GAN and auto-encoders architectures with our proposed MTAN.

Secondly, the encoder-generator structure learns a disentan-
gled content representation implicitly by utilizing a target
style indicator to generate images.

Adversarial Auto-encoder (AAE): In AAE, the auto-
encoders (E + G) reconstruct the input image, and the la-
tent vector generated by the encoder matches an arbitrary
prior distribution by training discriminator D. The MTAN
model shares a similar image generation loss for generator
but has two major differences. Firstly, besides the latent
vector, we provide a target style indicator to the generator
and generate a new image with the same content but in the
style indicated. Secondly, we take advantage of an addi-
tional style variation classification task to disentangle the
content-preserving feature representation explicitly.

DR-GAN: DR-GAN uses the encoder-generator struc-
ture to synthesize images. The goal of the encoder and gen-
erator is to fool Discriminator D to classify the synthesized
image x′ to the identity of input x and target style varia-
tion. Compared with MTAN, although they both adopt the
encoder-generator structure for image synthesis, the goal of
the discriminator and encoder is different in two respects.
Firstly, the input of the discriminator is the extracted fea-
ture representation instead of the real and synthesized im-
ages. Secondly, the goal of the encoder is to extract such
a latent feature representation, that contains little discrim-
inative information about the style type, thus fooling the
discriminator to make a random guess. In other words, the
encoder needs to match or align the feature distribution be-
tween any two different style classes, instead of only real
and fake distributions.

4. Experiments
In this section, we evaluate our feature disentangling

method on two content-style image classification datasets,
i.e., font and face datasets. We quantitatively evaluate the

recognition accuracy using the disentangled representation
as the content features with a cosine distance metric [21].
We also show qualitative results of synthetic images to
demonstrate the learned feature is inclusive for generating
content-preserving images.

4.1. Evaluation on Font Dataset

We compare our method with the various sub-models
(that utilize selected elements of the MTAN model) to study
the effectiveness and significance of each part of the MTAN
model. We also analyze the training stability and general-
ization ability by testing on large or unseen variations.

4.1.1 Dataset and Experiment Setting

We have built a Japanese font recognition dataset. The rea-
son we choose the Japanese language is that a large number
of glyphs in the Japanese language introduce a large intra-
class variation for the font recognition task, which makes
the problem challenging. We have collected 300 fonts in
total. We randomly split the data into 200 font classes for
training and the remaining 100 font classes for testing. In
the training stage, we use 50 frequently used glyphs as the
style variation within each font class, and use the font file
of a particular font to render this predefined glyph to form
a training sample. We consider the following three settings
to evaluate the generalization performance of our method
when partial font classes or glyph styles are missing in the
training stage. More specifically, one image per font cate-
gory (with the same glyph) is randomly selected as gallery
and the others are the probes throughout the paper unless
otherwise specified.

Unseen Font: We test our model on the images from the
remaining 100 unseen font classes, in which the glyph style
is the same as that covered in the training stage.



Table 1. Recognition rate (%) comparison on Font database
Model Unseen Unseen Unseen

Font Glyph Both
CPF [28] 45.1 44.6 28.3

DR-GAN [25] 46.4 50.5 31.9
DC 36.5 38.6 22.9
G 44.4 42.0 27.7

D(C+S) 24.3 42.3 13.8
D(C−S) 43.2 49.5 30.4

D(C−S) +G 47.9 52.8 34.8

Unseen Glyph: We select another 50 glyphs, that are
different from the training ones, and rendered them by the
200 seen font classes as the test set. We use the trained font
classifier DC for testing.

Unseen Font and Glyph: We select another 50 glyphs,
that are different from the training ones, as the variation for
the test set, and the images are rendered by other 100 unseen
font classes.

4.1.2 Network structure and Implementation Details

For the encoder and generator, layer normalization is ap-
plied after each convolutional layer. Since the stability of
the adversarial training suffers if sparse gradient layers are
used, we replace MaxPool and ReLu with stride convolu-
tion and exponential linear unit respectively. Each discrim-
inator (DC and DS) contains two fully connected layers.
The output of the encoder is the disentangled content fea-
ture representation f(x) ∈ R512. f(x) is then concatenated
with a target glyph indicator. The generator contains a se-
ries of fractional-stride convolutions [2], which transforms
the (512+|Z|)-dim concatenated vector into a synthesized
image, which has the same size as the original input im-
age. The detailed information of the network structure is
provided in the supplementary material.

We render all font images to size 96 × 96. The image
intensities are linearly scaled to the range of [-1,1]. The
batch size is set to be 256. An Adam optimizer [13] is used
with a learning rate of 0.001 and momentum 0.5. We alter-
nate between one step of optimizing the discriminators and
generator, and one step of optimizing the encoder.

4.1.3 Results and Comparisons

We evaluate the font recognition performance under the
three test settings and compare with the following prior
work, i.e., Controlled Pose Feature (CPF) [28] and Dis-
entangled Representation learning-Generative Adversarial
Network (DR-GAN) [25]. We also present an ablation
study for each module that we designed in our proposed
method. Specifically, besides the models in [28][25], we
also evaluate and compare with the following models:
1. Single-Task (DC): trained on encoder and the font clas-
sifier DC only using a soft-max cross entropy loss.

2. Encoder-Generator (G): trained on the encoder and the
generator only using an L2 reconstruction loss for image
generation.
3. Multi-Task (D(C+S)): trained on encoder, font and
glyph classifiers with conventional multi-task training to
improve both the font and glyph recognition performance
cooperatively.
4. Adversarial-Task (D(C−S)): trained on encoder, font
and glyph classifiers with adversarial training to a learn a
disentangled representation as proposed in our model.
5. MTAN (D(C−S) +G): trained on all modules designed
in the proposed method, including the adversarial training
and image reconstruction requirement to learn a disentan-
gled representation.

The performance of the 7 chosen models are presented
in Table 1. The single-task model trained on the encoder
and font classifier only serves as the baseline. As shown in
the table, introducing different combinations of the modules
we designed all boost the performance under all three set-
tings. It is worth noting that although the multi-task and the
adversarial task model both leverage the font and glyph la-
bel supervision, the disentangled feature obtained from ad-
versarial training performs much better than that achieved
by conventional multi-task learning, especially when test-
ing on unseen font. Combining the adversarial training and
image reconstruction requirement together, MTAN achieves
the best performance among these 7 models in all test set-
tings. It is worth noting that although DR-GAN also takes
advantages of this combination, our method outperforms
DR-GAN by around 2%. This may be because the MTAN
uses the multi-task adversarial training on the latent feature
representation, instead of on the real and synthesized im-
ages, to disentangle the content feature explicitly. It makes
the disentangled feature become more discriminant for the
font classification task.

Another interesting observation is that, for the test on un-
seen font, when only adding one module into the single-task
network, adding the generator module yields most of the
available performance gain. It means that image generation
makes the learned representation more inclusive or gener-
ative for synthesizing content-preserving images. The use
of image generation also makes the learned feature applica-
ble for extracting the content feature for the images com-
ing from novel classes (not covered in the training stage).
On the other hand, for the test on unseen glyph, when only
adding one module into the single-task network, using the
adversarial discriminators yields most of the available per-
formance gain. It means that the multi-task adversarial
training between the encoder and two discriminators acts
as the critical role in learning a disentangled content repre-
sentation that is exclusive or invariant to glyph variations. It
is ideal for the font recognition, especially on images with
large or unseen variations during training.



Figure 3. Comparison of font and glyph recognition accuracy on
test set between models trained with different adversarial losses.
(a) the mean and standard deviation (error bar) of font recognition;
(b) the glyph recognition accuracy in multiple training trails.

4.1.4 Analysis

Training stability: We analyze the training stability for
our proposed model and compare it with the model trained
using cross-entropy as the style classification loss. Each
model is trained for 5 times to get reliable observations.
Figure 3 shows the accuracy for font recognition (a) and
glyph recognition (b) on the test set achieved by the two
models during training. Figure 3 (a) shows that using EMD
loss consistently converges to a higher font recognition ac-
curacy than using cross-entropy loss, although it converges
slower. The error bars in (a) represent the standard devia-
tions of test accuracy.

Figure 3 (b) plots the glyph recognition accuracy for all
the training trials of the two models. The model trained
with cross-entropy converges to either 1 or 0 quickly, indi-
cating that the balance between E and DS cannot be well
maintained and the model collapses to local optimum. In
contrast, the glyph accuracy of the model trained with EMD
loss mildly oscillates around 50%, and the variation among
different trials is small. In this way, the competition be-
tween E andDS is more effective. Therefore, our proposed
EMD loss can improve multi-class adversarial optimization
stability, leading to better disentangled representation for
font content.

Font image synthesis: Our generator is trained to syn-
thesize new glyphs with the same font style as an input font
feature. The feature could be calculated based on one in-
put glyph image or the average of multiple glyphs from the
same font. The identity of new glyph is specified by the
style (glyph) indicator. Figure 4 shows some visualizations
of the synthesized images. The synthetic glyphs are sim-
ilar to the ground truth with well-preserved font attributes
such as weights, and some fine-grained attributes like serif
or sans-serif are also captured. The synthesized images
demonstrate the learned disentangled feature includes most
of the content-relevant information (font) which is faithfully
reconstructed in the synthesized images.

Figure 4. Synthetic images that matches the font of the input im-
age and the style of given style indicators. We compare synthetic
images (top) and their ground truth images (bottom).

4.2. Evaluation on Face Dataset

We evaluate our method on the face recognition dataset
and compare with other state-of-the-art pose-invariant face
recognition approaches. We also demonstrate our method
can be used to disentangle more than one type of style vari-
ation.

4.2.1 Dataset and Experiment Setting

Multi-PIE [8] is a large database for evaluating face recog-
nition under pose, illumination, and expression variations
in a controlled setting. Following the setting in [29], we
use 337 subjects with the neutral expression, 9 poses within
60o, and 20 illuminations. The first 200 subjects are used
for training and the remaining 137 for testing. For testing,
one image per subject with the frontal view and neutral il-
lumination is the gallery and the others are the probes. For
Multi-PIE experiments, we disentangle more than two style
factors, i.e., illumination and pose from the face identity.
More specifically, we add additional pose and illumination
codes as the input of the generator, and use two style dis-
criminators to disentangle feature explicitly.

4.2.2 Network Structure and Implementation Details

To be consistent with the experimental setting of the com-
parison approaches, we adopt CASIA-NET [27] for the en-
coder and the generator design, where batch normalization
and an exponential linear unit are utilized after each con-
volutional layer. The identity, pose and illumination dis-
criminators are stacked after the encoder by adding a fully
connected layer respectively. The output of the encoder is
the identity representation f(x) ∈ R320, and this feature
representation is then concatenated with a target pose indi-
cator zp ∈ R9 and a target illumination indicator zi ∈ R20.
Finally, the generator, which contains a series of fractional-
stride convolutions [2], transforms the concatenated vec-



tor into a synthetic image. We follow the same data pre-
processing as [27][25]. The batch size is 64, and all weights
are initialized from the zero-centered normal distribution
with a standard deviation 0.02. An Adam optimizer [13]
is used with a learning rate of 0.0002 and momentum 0.5.
We update G more frequently than D, i.e., 5 steps for opti-
mizing the encoder and 1 step for the classifiers.

4.2.3 Results and Comparisons

In this section, we compare our proposed method with other
existing pose-invariant face recognition approaches. The
benchmark algorithms for comparison are Face Identity-
Preserving (FIP) [29], multi-view perception (MVP)
[30], multi-view deep network (MvDN) [12], Controlled
Pose Feature (CPF) [28] and Disentangled Representation
learning-Generative Adversarial Network (DR-GAN) [25].

Table 2 shows the face recognition performance on Mul-
tiPIE of our methods compared with the existing methods
under the same setting, except for DR-GAN which uses
multipe images for testing [25]. The components of the pro-
posed MTAN are evaluated individually under the following
settings:

1. MTAN w/o D: trained on the encoder and the genera-
tor only for image generation without using any adversarial
training.

2. MTAN1 (D(C−S1) +G): trained on all modules, us-
ing adversarial training and having an image reconstruction
requirement to disentangle two factors (identity and pose).

3. MTAN2 (D(C−S1−S2) +G): trained on all modules,
using adversarial training and an image reconstruction re-
quirement to disentangle three factors (identity, pose and
illumination).

Our method shows a significant improvement for faces
with extreme pose variations by disentangling the features
using multi-task adversarial training and the image gener-
ation requirement. Compared with the other methods, the
variation of recognition rates across different poses is much
lower except DR-GAN, which suggests that our learned dis-
entangled representation is more robust to the pose vari-
ation. The model MTAN2 which disentangles three la-
tent factors further boosts the performance, which achieves
comparable performance with the state-of-the-art perfor-
mance, while not using multiple testing images as is done in
DR-GAN. We also show some synthetic images in Figure 5.
In the synthetic images, the identity of the input image can
be faithfully preserved and the style is controlled by arbi-
trary style (pose, illumination) indicators. This means that
the learned content (identity) representation is largely disen-
tangled from other style variations (pose and illumination).

Table 2. Recognition rate (%) comparison on Multi-PIE database
Method 0o 15o 30o 45o 60o Avg.
FIP [29] 94.3 90.7 80.7 64.1 45.9 72.9

MVP [30] 95.7 92.8 83.7 72.9 60.1 79.3
MvDN [12] 96.1 93.1 83.3 75.1 61.2 80.1

CPF [28] 99.5 95.0 88.5 79.9 61.9 83.3
DR-GAN [25] 97.0 94.0 90.1 86.2 83.2 89.2
MTAN w/o D 94.1 92.7 83.7 72.9 60.1 79.3

MTAN1 95.2 93.2 88.9 84.7 82.6 88.9
MTAN2 96.5 95.3 89.7 87.9 84.1 89.6

Figure 5. Face synthesis with varying poses and illuminations con-
ditioned on single input image (indicated by red boxes).

5. Conclusion

In this paper, we propose a new deep network architec-
ture based on a novel type of multi-task learning to disentan-
gle image variation factors in the learned feature represen-
tation. The network includes an encoder-generator struc-
ture as well as a set of adversarial discriminators. Through
the interaction with the discriminators and generator, the
encoder learns to extract features good for content factor
recognition but not useful for style factor recognition. The
overall network can be trained stably with a new loss func-
tion which is an extension of WGAN for multi-class sce-
nario. Quantitative and qualitative evaluation on both font
and face datasets demonstrate the superiority of our pro-
posed model over the state-of-the-arts.
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