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1. Training Details
We optimize our model using Adam [5] with an initial

learning rate of 0.0004 and with a batch size of 15 im-
ages (and all their expressions). The learning rate is halved
every 8,000 iterations after the first 8,000-iteration warm-
up. The word embedding size and hidden state size of the
LSTM are set to 512. We also set the output of all MLPs
and FCs within our model to be 512-dimensional. To avoid
overfitting, we regularize the word-embedding and output
layers of the LSTM in the language attention network us-
ing dropout with ratio of 0.5. We also regularize the two
inputs (visual and language) of matching function using a
dropout with a ratio of 0.2. For the constrastive pairs, we set
λ1 = 1.0 and λ2 = 1.0 in the ranking loss Lrank. Besides,
we set λattr = 1.0 for multi-label attribute cross-entropy
loss Lattr

subj .

2. Computational Efficiency
During training, the full model of MatNet converges at

around 30,000 iterations, which takes around half day using
single Titan-X(Pascal). At inference time, our fully auto-
matic system goes through both Mask R-CNN and MatNet,
which takes on average 0.33 seconds for a forward, where
0.31 seconds are spent on Mask R-CNN and 0.02 seconds
on MatNet.

3. Attribute Prediction
Our full model is also able to predict attributes during

testing. Our attribute labels are extracted using the template
parser [4]. We fetch the object name, color and generic
attribute words from each expression, with low-frequency
words removed. We use 50 most frequently used attribute
words for training. The histograms for top-20 attribute
words are shown in Fig. 1, and the quantitative analysis of
our multi-attribute prediction results is shown in Table. 1.

Split Precision Recall F1
RefCOCO val 63.48 29.91 40.66
RefCOCO+ val 61.78 20.11 30.14
RefCOCOg val 68.18 34.79 46.07

Table 1: Multi-attribute prediction on the validation split of
each dataset.

(a) RefCOCO

(b) RefCOCO+

(c) RefCOCOg
Figure 1: Attribute histogram for three datasets.

4. MAttNet + Grabcut

In Section 4.3 (Segmentation from Referring Expres-
sion), we show our MAttNet could be extended to refer-
ential segmentation by using Mask R-CNN as our backbone
net. The experiments show that our model achieves superior
performance over previous state-of-art approaches [3, 6].
Actually, the mask branch of our model could be any
foreground-background decomposition method. The sim-
plest replacement might be GrabCut. We show the results of
MatNet+GrabCut in Table 2 Note even though GrabCut is
an inferior segmentation method, it still far outperforms the
best numbers in [6]. Thus, we believe decoupling box lo-
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RefCOCO
Model Split Pr@0.5 Pr@0.6 Pr@0.7 Pr@0.8 Pr@0.9 IoU

D+RMI+DCRF [6] val 42.99 33.24 22.75 12.11 2.23 45.18
MAttNet+GrabCut val 51.25 41.89 29.77 17.13 5.38 42.86
D+RMI+DCRF [6] testA 42.99 33.59 23.69 12.94 2.44 45.69
MAttNet+GrabCut testA 52.94 42.60 27.68 13.29 2.92 44.37
D+RMI+DCRF [6] testB 44.99 32.21 22.69 11.84 2.65 45.57
MAttNet+GrabCut testB 47.18 38.27 29.97 20.35 7.85 40.71

RefCOCO+
Model Split Pr@0.5 Pr@0.6 Pr@0.7 Pr@0.8 Pr@0.9 IoU

D+RMI+DCRF [6] val 20.52 14.02 8.46 3.77 0.62 29.86
MAttNet+GrabCut val 45.24 37.09 26.51 14.95 4.34 37.18
D+RMI+DCRF [6] testA 21.22 14.43 8.99 3.91 0.49 30.48
MAttNet+GrabCut testA 47.10 37.86 24.66 11.67 2.27 38.32
D+RMI+DCRF [6] testB 20.78 14.56 8.80 4.58 0.80 29.50
MAttNet+GrabCut testB 38.52 31.13 24.44 16.71 6.20 33.30

Table 2: Comparison of [14] and MatNet+GrabCut.

calization (comprehension) and segmentation brings a large
gain over FCN-style approaches for this instance-level seg-
mentation problem.

5. Mask R-CNN Implementation
Our implementation of Mask R-CNN is based on the

single-GPU Faster R-CNN implementation [1]1. For the
mask branch, we strictly follow the structure in the original
paper [2]. The only differences are: 1) We sample R = 256
regions from N = 1 image during each forward-backward
propagation due to the constraint of single GPU, while [2]
samples R = 128 regions from N = 16 images using 8
GPUs. 2) During training, the shorter edge of our resized
image is 600 pixels instead of 800 pixels, for saving mem-
ory. 3) Our model is trained on a union of COCO’s 80k
train and 35k subset of val (trainval35k) images, but ex-
cluding the val/test (valtest4k) images in RefCOCO, Ref-
COCO+ and RefCOCOg.

We firstly show the comparison between Faster R-CNN
and Mask R-CNN on object detection in Table. 3. Both
models are based on ResNet101 and were trained using
same setting. In the main paper, we denote them as res101-
frcn and res101-mrcn respectively. It is shown that Mask
R-CNN has higher AP than Faster R-CNN due to the multi-
task (mask branch) training.

We then compare our Mask R-CNN implementation
with the original one [2] in Table 4. Note this is not a strictly
fair comparison as our model was trained with fewer im-
ages, but reflects some difference. Overall, the AP of our
implementation is ∼2 points lower than the original paper.

1Our implementation: https://github.com/lichengunc/mask-faster-rcnn.

net AP bb AP bb
50 AP bb

75

res101-frcn 34.1 53.7 36.8
res101-mrcn 35.8 55.3 38.6

Table 3: Object detection results.

net AP AP50 AP75

res101-mrcn (ours) 30.7 52.3 32.4
res101-mrcn [2] 32.7 54.2 34.0

Table 4: Instance segmentation results.

The main reason may due to the shorter 600-pixel edge set-
ting and smaller training batch size. Even though, our pixel-
wise comprehension results already outperform the state-of-
art ones with a huge margin (see Table 4 in the main paper),
and we believe there exists space for further improvements.

6. More Examples
We show more examples of comprehension using our

full model in Fig. 2 (RefCOCO), Fig. 3 (RefCOCO+) and
Fig. 4 (RefCOCOg). For each example, we show the in-
put image (1st column), the input expression with our pre-
dicted module weights and word attention (2nd column),
the subject attention (3rd column) and top-5 attributes (4th
column), box-level comprehension (5th column), and pixel-
wise segmentation (6th column). As comparison, we also
show some incorrect comprehension in Fig. 5.

https://github.com/lichengunc/mask-faster-rcnn


1. guy (0.44)
2. woman (0.20)
3. gray (0.19)
4. white (0.16)
5. shirt (0.16) 

Expression=“man standing up”

1. guy (0.91)
2. black (0.20)
3. white (0.04)
4. woman (0.04)
5. lady (0.02) 

Expression=“woman second from left”

Expression=“man on far right”
1. guy (0.58)
2. jacket (0.49)
3. woman (0.24)
4. black (0.24)
5. lady (0.12) 

Expression=“second from right guy”
1. guy (0.44)
2. blue (0.29)
3. woman (0.25)
4. girl (0.12)
5. shirt (0.11) 

Expression=“pink donut on top”

1. pink (0.64)
2. purple (0.15)
3. white (0.13)
4. baby (0.04)
5. brown (0.04) 

1. food (0.80)
2. plate (0.42)
3. white (0.12)
4. brown (0.01)
5. black (0.01) 

Expression=“bottom left bowl”

Expression=“teddy bear left”
1. food (0.80)
2. plate (0.42)
3. white (0.12)
4. brown (0.01)
5. black (0.01) 

Expression & Lang. attention Subj. attention Box localizationTop-5 attributes SegmentationInput image

Figure 2: Examples of fully automatic comprehension on RefCOCO. The 1st column shows the input image. The 2nd
column shows the expression, word attention and module weights. The 3rd column shows our predicted subject attention,
and the 4th column shows its top-5 attributes. The 5th column shows box-level comprehension where the red dotted boxes
show our prediction and yellow dotted boxes shows the relative object, and the green boxes are the ground-truth. The 6th
column shows the segmentation.



1. woman (0.44)
2. shirt (0.27)
3. girl (0.25)
4. lady (0.19)
5. guy (0.10) 

Expression=“woman with sun glasses”

1. girl (0.33)
2. pink (0.26)
3. shirt (0.24)
4. white (0.12)
5. guy (0.11) 

Expression=“pink girl”

Expression=“man on far right”
1. black (0.58)
2. guy (0.56)
3. shirt (0.43)
4. hand (0.25)
5. woman (0.18) 

Expression=“player with the ball”
1. blue (0.37)
2. white(0.29)
3. guy (0.22)
4. boy (0.19)
5. black (0.16) 

Expression=“red blue white phone case”

1. red (0.16)
2. black (0.11)
3. white (0.11)
4. girl (0.04)
5. blue (0.02) 

1. animal (0.32)
2. face (0.26)
3. white (0.20)
4. dark (0.11)
5. black (0.10) 

Expression=“biggest lamb”

Expression=“largest compute screen”

1. white (0.94)
2. gray (0.13)
3. number (0.04)
4. old (0.04)
5. black (0.03) 

Expression & Lang. attention Subj. attention Box localizationTop-5 attributes SegmentationInput image

Figure 3: Examples of fully automatic comprehension on RefCOCO+.The 1st column shows the input image. The 2nd
column shows the expression, word attention and module weights. The 3rd column shows our predicted subject attention,
and the 4th column shows its top-5 attributes. The 5th column shows box-level comprehension where the red dotted boxes
show our prediction and yellow dotted boxes shows the relative object, and the green boxes are the ground-truth. The 6th
column shows the segmentation.



1. guy (0.39)
2. black (0.24)
3. hand (0.14)
4. woman (0.07)
5. grey (0.05) 

Expression=“a man with a silver ring 
is holding a phone”

1. woman (0.45)
2. player (0.23)
3. boy (0.09)
4. young (0.07)
5. gray (0.05) 

Expression=“a woman with a blue headband 
holding a tennis racket”

Expression=“a girl in a black and white
dress playing tennis”

1. woman (0.67)
2. player (0.57)
3. girl (0.25)
4. red (0.11)
5. blonde (0.04) 

Expression=“woman in plaid jacket and 
blue pants on skis”

1. woman (0.45)
2. skier (0.40)
3. blue (0.16)
4. girl (0.12)
5. child (0.08) 

Expression=“man wearing glasses
sitting at table”

1. guy (0.66)
2. woman (0.15)
3. boy (0.09)
4. young (0.08)
5. lady (0.08) 

1. woman (0.80)
2. girl (0.17)
3. lady (0.13)
4. young (0.10)
5. boy (0.07) 

Expression=“a woman in a gray
top playing wii”

Expression=“giraffe bending down”

1. baby (0.40)
2. young (0.26)
3. brown (0.25)
4. white (0.05)
5. adult (0.02) 

Expression & Lang. attention Subj. attention Box localizationTop-5 attributes SegmentationInput image

Figure 4: Examples of fully automatic comprehension on RefCOCOg. The 1st column shows the input image. The 2nd
column shows the expression, word attention and module weights. The 3rd column shows our predicted subject attention,
and the 4th column shows its top-5 attributes. The 5th column shows box-level comprehension where the red dotted boxes
show our prediction and yellow dotted boxes shows the relative object, and the green boxes are the ground-truth. The 6th
column shows the segmentation.



1. animal (0.50)
2. face (0.08)
3. pink (0.03)
4. middle (0.03)
5. baby (0.02) 

Expression=“giraffe to far left”

1. guy (0.40)
2. shirt (0.35)
3. white (0.15)
4. blue (0.05)
5. green (0.04) 

Expression=“man”

Expression=“pointing and smiling”

1. shirt (0.33)
2. woman (0.29)
3. girl (0.18)
4. white (0.16)
5. guy (0.15) 

Expression=“red cover mustard”

1. red (0.81)
2. full (0.03)
3. pink (0.02)
4. glass (0.01)
5. dark (0.01) 

Expression=“the empty part of the 
blue plate on the left”

1. blue (0.24)
2. plate (0.08)
3. glass (0.06)
4. full (0.05)
5. red (0.05) 

1. wooden (0.87)
2. brown (0.33)
3. table (0.20)
4. empty (0.17)
5. white (0.07) 

Expression=“a white chair behind a
man”

RefCOCO:

RefCOCO+:

RefCOCOg:

Expression & Lang. attention Subj. attention Box localizationTop-5 attributes SegmentationInput image

Figure 5: Examples of incorrect comprehension on three datasets. The 1st column shows the input image. The 2nd column
shows the expression, word attention and module weights. The 3rd column shows our predicted subject attention, and the
4th column shows its top-5 attributes. The 5th column shows box-level comprehension where the red dotted boxes show
our prediction and yellow dotted boxes shows the relative object, and the green boxes are the ground-truth. The 6th column
shows the segmentation.
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