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1. Introduction

In this supplementary material, we provide more discus-
sions on the phenomenon of scale diversity. We also derive
the backward computation of the proposed graph Laplacian
regularization loss. We then showcase more visual compar-
isons of the proposed method, zoom and learn (ZOLE), for
self-adaptation.

2. More Discussions on Scale Diversity

In addition to stereo matching, scale diversity can also be
observed in other pixel-wise regression/classification prob-
lems employing convolutional neural networks (CNNs),
e.g., optical flow estimation [2, 5] and semantic segmen-
tation [0].

Optical flow estimation is a problem closely related to
stereo matching, where given two frames at different time
instants, a per-pixel optical flow field is estimated. Similar
to the setup of stereo matching, we adopt the representative
FlowNet [2] architectures—both the one with explicit 2D
correlation (FlowNetC) and the one with only convolution
(FlowNetS)—to see the scale diversity in optical flow esti-
mation. Particularly, the released FlowNetC and FlowNetS
models, trained with the synthetic Flying Chairs dataset [2],
are adopted. Besides, we employ the training split of the
Middlebury optical flow dataset [|] for investigation. All of
its images are first resized to an original size of 576x448.
To estimate the optical flow of an image pair at a finer scale,
we first up-sample (zoom in) the image pair by r times
(r > 1). The up-sampled image pair is then fed to the CNN,
leading to a flow at a higher resolution. By down-sampling
the flow field by r times and also re-scale its values by a
factor of 1/r, one obtains an optical flow estimate at a finer
scale r.

Figure 1 shows several optical flow fields obtained by
feeding image pairs at different resolutions, i.e., 5767 x
448r, r € {1, 3,5}, to the released FlowNetC model. Simi-
lar to the observations about stereo matching, we see that as
r increases, more and more high-frequency details emerge
on the output optical flow fields. However, a bigger r, i.e.,
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Figure 1. For the same image pair, feeding its zoomed-in version
to an optical flow estimation CNN leads to results with extra de-
tails. The five rows are the first image, the ground-truth, and the
resulting flows obtained with up-sampling ratios » = 1, 3,5, re-
spectively.

a finer scale, does not necessarily translate to a better per-
formance. To see this, we measure the average endpoint
error (EPE) between the output flows (estimated at different
scales) and the ground-truth flows on the Middlebury op-
tical flow dataset. The obtained objective performance are
listed in Table 1. Similar to our observations about stereo
matching, we see that as the resolution grows, the network
performance first improves (by virtue of a finer-grain esti-






