Supplementary Material for Maximum Classifier Discrepancy for Unsupervised Domain Adaptation

We would like to show supplementary information for our main paper. First, we introduce the detail of the experiments. Finally, we show some additional results of our method.

A. Toy Dataset Experiment

We show the detail of experiments on toy dataset in main paper.

A.1. Detail on experimental setting

The detail of experiment on toy dataset is shown in this section. When generating target samples, we set the rotation angle 30 in experiments of our main paper. We used Adam with learning rate $2 \times 10^{-4}$ to optimize the model. The batch size was set to 200. For a feature generator, we used 3-layered fully-connected networks with 15 neurons in hidden layer, in which ReLU is used as the activation function. For classifiers, we used three-layed fully-connected networks with 15 neurons in hidden layer and 2 neurons in output layer. The decision boundary shown in the main paper is obtained when we rotate the source samples 30 degrees to generate target samples. We set $n$ to 3 in this experiment.

B. Experiment on Digit Dataset

We report the accuracy after training 20,000 iterations except for the adaptation between MNIST and USPS. Due to the lack of training samples of the datasets, we stopped training after 200 epochs (13 iterations per one epoch) to prevent over-fitting. We followed the protocol presented by [3] in the following three adaptation scenarios.

SVHN$\rightarrow$MNIST In this adaptation scenario, we used the standard training set as training samples, and testing set as testing samples both for source and target samples.

SYN DIGITS$\rightarrow$SVHN We used 479400 source samples and 73257 target samples for training, 26032 samples for testing.

SYN SIGNS$\rightarrow$GTSRB We randomly selected 31367 samples for target training and evaluated the accuracy on the rest.

C. Experiment on VisDA Classification Dataset

The detail of architecture we used and the detail of other methods are shown in this section.

Class Balance Loss In addition to feature alignment loss, we used a class balance loss to improve the accuracy in this experiment. Please note that we incorporated this loss in comparable methods too. We aimed to assign the target samples to each classes equally. Without this loss, the target samples can be aligned in an unbalanced way. The loss is calculated as follows:

$$E_{x_t \sim X_t} \sum_{k=1}^{K} \log p(y = k | x_t)$$ (1)

The constant term $\lambda = 0.01$ was multiplied to the loss and add this loss in Step 2 and Step 3 of our method. This loss was also introduced in MMD and DANN too when updating parameters of the networks.

For the fully-connected layers of classification networks, we set the number of neurons to 1000. In order to fairly compare our method with others, we used the exact the same architecture for other methods.

MMD We calculated the maximum mean discrepancy (MMD) [5], namely the last layer of feature generator networks. We used RBF kernels to calculate the loss. We used the the following standard deviation parameters:

$$\sigma = [0.1, 0.05, 0.01, 0.0001, 0.00001]$$ (2)

We changed the number of the kernels and their parameters, but we could not observe significant performance difference. We report the performance after 5 epochs. We could not see any improvement after the epoch.

MNIST$\leftrightarrow$USPS In this setting, we followed the different protocols provided by the paper, ADDA [9] and PixelDA [1]. The former protocol provides the setting where a part of training samples are utilized during training. 2,000 training samples are picked up for MNIST and 1,800 samples are used for USPS. The latter one allows to utilize all training samples during training. We utilized the architecture used as a classification network in PixelDA [1]. We added Batch Normalization layer to the architecture.
**DANN** To train a model ([3]), we used two-layered domain classification networks. We set the number of neurons in the hidden layer as 100. We also used Batch Normalization, ReLU and dropout layer. Experimentally, we did not see any improvement when the network architecture is changed. According to the original method ([3]), learning rate is decreased every iteration. However, in our experiment, we could not see improvement, thus, we fixed learning rate $1.0 \times 10^{-3}$. In addition, we did not introduce gradient reversal layer for our model. We separately update discriminator and generator. We report the accuracy after 1 epoch.

**D. Experiments on Semantic Segmentation**

We describe the details of our experiments on semantic segmentation.

**D.1. Details**

**Datasets** GTA [7], Synthia [8] and Cityscapes [2] are vehicle-egocentric image datasets but GTA and Synthia are synthetic and Cityscapes is real world dataset. GTA is collected from the open world in the realistically rendered computer game Grand Theft Auto V (GTA, or GTA5). It contains 24,996 images, whose semantic segmentation annotations are fully compatible with the classes used in Cityscapes. Cityscapes is collected in 50 cities in Germany and nearby countries. We only used dense pixel-level annotated dataset collected in 27 cities. It contains 2,975 training set, 500 validation set, and 1525 test set. We used training and validation set. Please note that the labels of Cityscapes are just used for evaluation and never used in training. Similarly, we used the training splits of Synthia dataset to train our model.

**Training Details** When training, we ignored the pixel-wise loss that is annotated backward (void). Therefore, when testing, no predicted backward label existed. The weight decay ratio was set to $2 \times 10^{-5}$ and we used no augmentation methods.

**Network Architecture** We applied our method to FCN-8s based on VGG-16 network. Convolution layers in original VGG-16 networks are used as generator and fully-connected layers are used as classifiers. For DRN-D-105, we followed the implementation of [https://github.com/fyu/drn](https://github.com/fyu/drn). We applied our method to dilated residual networks [10, 11] for base networks. We used DRN-D-105 model. We used the last convolution networks as classifier networks. All of lower layers are used as a generator.

**Evaluation Metrics** As evaluation metrics, we use intersection-over-union (IoU) and pixel accuracy. We use the evaluation code released along with VisDA challenge [6]. It calculates the PASCAL VOC intersection-over-union, i.e., IoU = $\frac{TP}{TP + FP + FN}$, where TP, FP, and FN are the numbers of true positive, false positive, and false negative pixels, respectively, determined over the whole test set. For further discussing our result, we also compute pixel accuracy, $\text{pixelAcc.} = \frac{\sum_i n_{it}}{\sum_i n_{i} + n_{ft}}$, where $n_{it}$ denotes number of pixels of class $i$ predicted to belong to class $j$ and $t_i$ denotes total number of pixels of class $i$ in ground truth segmentation.

**E. Additional Results**

**E.1. Training via Gradient Reversal Layer**

In our main paper, we provide the training procedure that consists of three training steps and the number of updating generator ($k$) is a hyper-parameter in our method. We found that introducing gradient reversal layer (GRL) [3] enables to update our model in only one step and works well in many settings. This improvement makes training faster and deletes hyper-parameter in our method. We provide the detail of the improvement and some experimental results here.

**Training Procedure** We simply applied gradient reversal layer when updating classifiers and generator in an adversarial manner. The layer flips the sign of gradients when back-propagating the gradient. Therefore, update for maximizing the discrepancy via classifier and minimizing it via generator was conducted simultaneously. We publicize the code with this implementation.

**Results** The experimental results on semantic segmentation are shown in Table 1,2, and Fig. 1. Our model with GRL shows the same level of performance compared to the model trained with our proposed training procedure.

**E.2. Sensitivity to Hyper-Parameter**

The number of updating generator is the hyper-parameter peculiar to our method. Therefore, we show additional experimental results related to it. We employed the adaptation from SVHN to MNIST and conducted experiments where $n = 5, 6$. The accuracy was 96.0% and 96.2% on average. The accuracy seems to increase as we increase the value though it saturates. Training time required to obtain high accuracy can increase too. However, considering the results of GRL on semantic segmentation, the relationship between the accuracy and the number of $n$ seems to depend on which datasets to adapt.
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Table 1. Adaptation results on the semantic segmentation. We evaluate adaptation from GTA5 to Cityscapes dataset.

Table 2. Adaptation results on the semantic segmentation. We evaluate adaptation from Synthia to Cityscapes dataset.

Figure 1. Qualitative results on adaptation from GTA5 to Cityscapes. From top to bottom, input, ground truth, result of source only model, DANN, and our proposed method.


