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1. Summary
In this supplementary material, we present implemen-

tation details and more experiment results with different
model hyper-parameters. Further, we compare correlation
to human score on all 5 metrics used in 2015 COCO Cap-
tioning Challenge [1]. In addition, Figure 1 provides exam-
ples captions of both success and failure cases.

2. Implementation Details
2.1. Image Representations

To extract image features, we use a 152-layer Residual
Network (ResNet-152) [2] pretrained on ImageNet, which
achieved state-of-the-art performance on the large-scale im-
age classification task [4]. Instead of the standard fea-
ture extraction procedure of extracting features from a re-
sized and cropped 224× 224 image, we extract the features
from the original image without any resizing and cropping.
The feature map from the last convolution layer is average-
pooled, resulting in a 2048-dimensional feature vector as
our image feature representation. We do not fine-tune the
weights of the residual network during training; thus the
image features remain fixed.

2.2. Caption Representations

We construct a vocabulary list by taking the 10,000 most
frequent words that appear at least 5 times in the human
annotated captions from the training set. A special token is
added to the vocabulary to represent any word that is not
among the top 10,000 words. Suppose the length of the
vocabulary list is n. Each word in the vocabulary can be
represented by a one-hot vector w ∈ {0, 1}n, where for
word i, wi = 1 and for all j 6= i, wj = 0. Then, a word
embedding matrix E ∈ Rn×d is used to encode each word
as a d-dimensional vector x = wE ∈ Rd as the input to the
LSTM. The word embedding is initialized from GloVe [3].
We use a word embedding dimension of d = 300 for all of
our experiments. We fix the step size of the LSTM to be 15.
That is, shorter sentences are padded with a special token
and longer captions are cut at 15 words. During training,
a mask is applied to remove the padded part of a caption
when we compute the classification loss.

2.3. Training

During training, we sample equal number of positive and
negative examples. To generate positive examples, we first
randomly choose an image from the database, and such im-
age should correspond to several reference captions. We
use one reference caption as the context, and a different one
as the candidate caption. To compose a negative example,
we first choose with equal probability one of the following
types of negative examples: 1) using a caption generator; 2)
sample a caption from a pathologically transformed dataset;
or 3) generate a caption using Monte Carlo Sampling. If
we are using a pathologically transformed dataset, we will
choose in equal probability among three transformations:
TRC (human caption for a different image), TWP (refer-
ence caption with word permutation), and TRW (reference
caption with random word replacement).

2.4. Evaluation

To evaluate how good a candidate caption is, we iterate
through all the reference captions for the image and com-
pute a score using each reference caption as context for the
candidate caption. The average of these scores is the final
score for the candidate caption.

To evaluate a caption generator, we train our model for
10 epochs using only this generator to produce the first type
of negative examples. We use pathological transformation
and Monte Carlo Sampling for all model evaluation. Fi-
nally, we use our model to score all candidate captions this
generator produces on a held-out set of data. The average
of these score is used as the final indicator for how good the
caption generator is.

While computing the caption level correlation with hu-
man, we first use a candidate metric to compute a score
for each pair of image and candidate caption (i, c), where
i indicates the image and c indicates the candidate caption.
Suppose a (i, c) pair has corresponding human annotations
Ai,c and our computed scores Si,c, we create all pairs be-
tween human annotations and computed scores [(h, s)|h ∈
Ai,c, s ∈ Si,c]. Finally, we compute the Kendalls τ Rank
Correlation for all score pairs we could generate, i.e.,

τ([(h, s)|h ∈ Ai,c, s ∈ Si,c,∀(i, c)]) (1)
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image id: 129001

candidate caption:

a white toilet sitting 

next to a bath tub

SPICE score: 0.533

Our score: 0.032

image id: 74331

candidate caption:

a display case filled with 

lots of ripe bananas

SPICE score: 0.400

Our score: 0.047

image id: 389624

candidate caption:

the kitchen is clean and 

ready for us to use

SPICE score: 0.173

Our score: 0.998

image id: 574796

candidate caption:

a table that has some 

food on it

SPICE score: 0.000

Our score: 0.538

image id: 205834

candidate caption:

a dog holding a 

frisbee in its mouth

SPICE score: 0.000

Our score: 0.568

image id: 423256

candidate caption:

a birthday cake that 

looks like a horse

SPICE score: 0.000 

Our score: 0.828

Figure 1. Exemplar candidate captions and their evaluation scores using our metric and SPICE on the COCO validation set. Examples
where our metric performs better than SPICE are marked with green bounding boxes, while examples where our metric is worse are marked
with red ones. By utilizing the image as context, our metric is able to recognize some captions that are referring to wrong objects (left), and
give high scores to captions that are semantically relevant to the image (center). Typical failure cases of our metric are due to misleading
visual information (right).

3. The Choice of Hyper-parameters

Fig. 2 compares capability performance of models with
different LSTM layers and hidden feature sizes. The pro-
posed model is robust with respect to variant LSTM param-
eters. Using models with higher capacity, i.e., more layers,
higher dimensional hidden features, have no obvious benefit
in terms of capability performance. Considering the trade-
off between performance gain and efficiency, we therefore
use 1 LSTM layer and make the hidden feature of the LSTM
to be 512 dimensional in our paper.

Fig. 3 shows models trained without data augmentation.
Models trained with or without data augmentation are ca-
pable of learning to give higher scores to human captions
than machine generated captions. Interestingly, a critique
trained without data augmentation can achieve even higher
discrimination performance than models with data augmen-
tation. However, as shown in Sec. 4.3 and Fig. 6 in the
paper, models trained without data augmentation are actu-
ally learning to perform a much simpler task, focusing only
on discriminating human generated captions from the ma-
chine generated ones without considering the context (i.e.,
image and ground truth captions). Therefore, models that
merely perform well in discrimination task might be easily
gamed with pathological transformations. Training with ap-
propriate data augmentation and architecture (non-linearity)
is essential to force critiques to pay attention to contexts.

4. System Level Human Correlation on COCO

In the original paper, we didn’t compare to metrics M3,
M4 and M5 because they were not used to rank image cap-
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Figure 2. Top: models with variant LSTM layers (512 hidden
size). Bottom: models with variant LSTM hidden feature size (1
layer). All the models are trained with both image and reference
ground truth captions as contexts, using concatenation of context
information and candidate caption followed by a linear classifier
and with data augmentation.

tioning models, but were intended for an ablation study to
understand which aspects make captions good [1]. Since



M1 M2 M3 M4 M5
ρ p-value ρ p-value ρ p-value ρ p-value ρ p-value

BLEU-1 0.124 (0.687) 0.135 (0.660) 0.549 (0.052) -0.517 (0.070) 0.241 (0.428)
BLEU-2 0.037 (0.903) 0.048 (0.877) 0.483 (0.094) -0.572 (0.041) 0.162 (0.598)
BLEU-3 0.004 (0.990) 0.016 (0.959) 0.471 (0.105) -0.588 (0.035) 0.143 (0.641)
BLEU-4 -0.019 (0.951) -0.005 (0.987) 0.459 (0.114) -0.577 (0.039) 0.139 (0.650)

METEOR 0.606 (0.028) 0.594 (0.032) 0.808 (0.001) 0.085 (0.784) 0.685 (0.010)
ROUGE-L 0.090 (0.769) 0.096 (0.754) 0.529 (0.063) -0.526 (0.065) 0.208 (0.494)

CIDEr 0.438 (0.134) 0.440 (0.133) 0.763 (0.002) -0.149 (0.628) 0.559 (0.047)
SPICE 0.759 (0.003) 0.750 (0.003) 0.871 (0.000) 0.250 (0.411) 0.809 (0.001)

Ours (no DA) 0.821 (0.000) 0.807 (0.000) 0.430 (0.143) 0.844 (0.000) 0.704 (0.007)
Ours 0.939 (0.000) 0.949 (0.000) 0.720 (0.006) 0.626 (0.026) 0.867 (0.000)

M1: Percentage of captions that are evaluated as better or equal to human caption.
M2: Percentage of captions that pass the Turing Test.
M3 (Correctness): Average correctness of the captions on a scale 1-5 (incorrect - correct).
M4 (Detailness): Average amount of detail of the captions on a scale 1-5 (lack of details - very detailed).
M5 (Salience): Percentage of captions that are similar to human description.

Table 1. Pearson’s ρ correlation between human judgements and evaluation metrics. We use the 12 available entries to the 2015 MS-COCO
captioning challenge that submitted results on the validation set. “Ours (no DA)” means our metric trained without data augmentation.
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Figure 3. This figure is same as Fig. 5 in the paper except all
models are trained without data augmentation.

our metric was designed to evaluate the overall quality of
an image caption, we only compared M1 and M2. For bet-
ter understanding of our metric from different perspectives,
in Table 1, we calculate the Pearson’s ρ correlation between
human judgements on all 5 metrics (M1-M5) used in 2015
COCO Captioning Challenge [1].

From the results, we can see that the human correlation
of our proposed evaluation metrics surpasses all other met-
rics by large margins on M1, M2, M4 and M5. On M3, our
metric achieves comparable correlation scores with other
commonly-used metrics. It is worth noticing that all other
metrics fail to capture the human correlation on the detail-
ness of captions (M4), whereas our metric correlates rea-
sonably well with humans on M4.
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