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1. Detailed Explanations for Eq. 4 and Eq. 5 in Our Paper

1.1. Preparation

Graphical representation of Eq. 1 (m = 5 and the bias factor is omitted, the same below):

Graphical representation of Eq. 2:

Given a very small positive scalar ε, two categories of weight vector are defined and represented as:



Five categories of channels in the cascaded WConv structure are defined and represented as:

1.2. Detailed Explanation for Eq. 4

Graphical representations of Eq. 4: (Graphics are examples)

As x(p) and x(q) come from the same subnetwork but different images, x(p)i and x(q)i represent the same type
of single-image feature, but correspond to different images.



In conditions (b) and (c), y(p)i is extracted by the weight vectors from the features of one image, y(q)i is extracted
by the same weight vectors from the same type of features of the other image, so y(p)i and y(q)i represent the same
type of single-image feature, but correspond to different images.

In condition (d), weight vectors marked with p are applied on features of one image, to discriminate whether
subpattern m(p)

i exists in the location of this image; weight vectors marked with q are applied on the same type
of features of the other image, to discriminate whether subpattern m(q)

i exists in the location of this image; the
results of above two computations are added together to discriminate whether subpatterns m(p)

i and m(p)
i exists

in the same location of two images, respectively. y(p)i corresponds to the combination case of m(p)
i -IA, m(q)

i -IB;
y
(q)
i corresponds to the combination case of m(q)

i -IA, m(p)
i -IB . To summarize, y(p)i and y(q)i are the results of the

same asymmetric pattern matching, but in different combination cases of subpatterns and images.

1.3. Detailed Explanation for Eq. 5

Graphical representations of Eq. 5: (Graphics are examples)

Note: Although condition (d) and condition (e) have intersection, for the convenience of description, we neither
merge the two conditions into one condition, nor remove the intersection from one condition.



In conditions (b) and (c), y(p)i is extracted by some weight vectors from the features of one image, y(q)i is
extracted by the same weight vectors from the same type of features of the other image, so y(p)i and y(q)i represent
the same type of single-image feature, but correspond to different images.

In condition (d), some weight vectors are applied on features of one image, to discriminate whether subpattern
m

(p)
i exists in the location of this image; some other weight vectors are applied on the same type of features of

the other image, to discriminate whether subpattern m(q)
i exists in the location of this image; the results of above

two computations are added together to discriminate whether subpatterns m(p)
i and m(q)

i exist in the same location
of two images, respectively. y(p)i corresponds to the combination case of m(p)

i -IA, m(q)
i -IB; y(q)i corresponds to

the combination case of m(q)
i -IA, m(p)

i -IB . In conclusion, y(p)i and y(q)i are the results of the same asymmetric
pattern matching, but in different combination cases of subpatterns and images.

In condition (e), results of previous asymmetric pattern matching (or results of previous asymmetric pattern
matching and some single-image features) are further synthesized, which is also asymmetric pattern matching. As
the values of y(p)i and y(q)i will be exchanged when the two input feature maps are exchanged (i.e., the two input
images are exchanged), y(p)i and y(q)i are the results of the same asymmetric pattern matching, but in different
combination cases of subpatterns and images.


