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1. Video Files
We provide several videos illustrating the qualitative

benefits of our semantic video segmentation method (ability
to temporally segment elongated structures e.g. light poles,
considerably less flickering) compared to the single frame
semantic video segmentation baseline it is built upon and
refines. For the 3 example videos the files we include the
video on the left is the input video we want to segment, the
middle segmentation is the baseline we used, the LRR-4x
network, and to the right we can see the segmentation our
method GRFP produced, GRFP(LRR-4x, FlowNet2).

See table 7 in the main paper where we show quan-
titatively that the temporal consistency is higher for
GRFP(LRR-4x, FlowNet2) than for the LRR-4x baseline.
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