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1. New Camera Matrix Constraints

Below is the code for computing the constraints in

Macaulay?2 [9].
R = QQ[pll,pl2,pl3,p21,p22,p23,p31,p32,p33];

pl = matrix({{pll,pl2,pl13}});
p2 = matrix ({{p21,p22,p23}});
p3 = matrix ({{p31l,p32,p33}1});

plp3 = matrix ({{pl2+*p33-pl3*p32,
pl3%p31l-pllxp33,
pll*p32-pl2xp31}1});

pP2p3 = matrix ({{p22+*p33-p23*p32,
pP23%p31l-p21xp33,
P21*p32-p22xp31}1});

eql = plp3xtranspose (p2p3);
eqz

P =pl || p2 || p3;

I = ideal {egl,eqg2};
J = saturate (I, det (P));

gg = mingens J

The 5 constraints of degree 5 are:

P11P12D32P33 +D11P12P33 — P11P13P32 — P11D13P32D33 —
P%2p31p32p33 + p12p13p31p§2 - p12p13p31p:2»,3 +
DPI3P31D32D33 + P21P22P39P33 + D21D22Ds3 — P21P23Diy —
P21P23P32P?2,3 - P§2P31P32P33 + P22p23p31]9:252 -
P22P23P31D35 + P33p31P32p3s = 0

P11P12P31P33 P11P13P31P32P33 +  DloP32D3s
P12P13P31 P33 — 2D12P13P39P33 + PisP3iPs2 + PiaPhe —
P51D% — D31P32P33 + 2P21P22D31P32 + Pa1P22p31P3s +
P21P23P31P32P33 — P%2P§1P32 - p22p23P§1p33 =0

P?1D3oD33+ D31 P33 — P11P12DP31P32P33 — P11P13P31D30 —
2p11P13P31P33  +  P1ap1sPhiPs2 +  DisPiipss +
P21P22P31P32P33 — p21p23p31p§2 - P32P§1p33 - p%ﬂ?gs +
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plp3xtranspose (plp3) —p2p3*transpose (p2p3) ;
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P22D23D31 P32 + 2D22P23P32P3s — PasPaapss = 0

PLP31P3s  +  PuDi2PsaPiz —  2P11P13P3iPs3  —
p11p13p§2p33 — P12P13DP31P32P33 + p%3p§1 + p%gp?)lpg,g -
P3ip31P3a  + 2p2apaapiiPsz + PaiPeaPsapiy  —
p21p23p§2p33 *p§2p§1 *P%zpmp?),g +p22p23p31p32p33 = 0

p%1p31p32p33 - p11p12p:231p33 - p11p12p§3 -
P11P13P31 P32 +P11P13P32P33 +P12P13P31 +P12P13D31 P53 —
P%3P31P32p33 +P%1P31P32P33 —p21p22p§1p33 —Pp2 1]92229%3 -
P21P23D31 P32 +P21D23P32D33 +D22D23D +P22D23D31 P33 —
2 _
D33P31P32P33 = 0

2. Synthetic Experiments

In this section we show some more results from the syn-
thetic experiments. Figure 1 shows the error in the focal
length, principal point, rotation and translation for the vary-
ing noise experiment.

Figure 2 shows the distribution of the relative focal
length error for the 2 px noise for the P7Pfruv solver, with
and without bundle adjustment.

3. Real Images

Here we show more errors for the experiments with real
images, including the results for the additional non-linear
refinement for the P7Pfruv solver (marked with (b) in the
tables). Table 1 shows the mean, median and maximum
errors for the NotreDame dataset. Table 2 shows the results
for the images where the principal point was shifted more
than 6% of the image size and Table 3 shows the errors for
the images with less than 6% shift. We also show the results
for the cropped Rotunda dataset in Table 4.
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Figure 1. Error for varying noise. Top left: Relative focal length error. Top right: Relative principal point error. Bottom left: Rotation error
(in degrees). Bottom right: Relative translation error.

P3.5Pf[18] P6P[11] P5Pfuv[2]] P4.5Pfuv P4.5Pfuv (SVD) P4.5Pfuv (6pt) P5Pfuva P4Pfr[18] P7Pfruv ‘ P7Pfruv (b)

mean 0.1256 0.0242 0.0234 0.0209 0.0189 0.0142 0.0243  0.1012  0.0211 0.0037

Focal length median  0.0458 0.0137 0.0138 0.0142 0.0138 0.0096 0.0159  0.0264  0.0165 0.0024
max 1.3042 0.1342 0.1123 0.1449 0.0962 0.0535 0.1176 09307  0.0807 0.0186

mean 2.9495 1.2067 1.2559 1.2544 1.2564 1.1228 12322 3.0043  0.9005 0.3166

Rotation median  1.6891 0.8814 0.9778 1.0582 1.1260 0.9255 0.8546 1.6816  0.7009 0.2085
max 19.5789  5.1510 4.1978 3.9726 3.8889 4.0754 45883 217933  2.7497 1.9464

mean 0.6196 0.1163 0.1249 0.0894 0.0849 0.0714 0.1200 04941  0.1016 0.0188

Translation median  0.2052 0.0522 0.0569 0.0586 0.0629 0.0414 0.0640  0.1315  0.0629 0.0097
max 5.4442 0.6711 1.6183 0.5100 0.5809 0.7289 0.7050  4.1039  0.5929 0.1665

mean = 0.0319 0.0317 0.0335 0.0335 0.0296 0.0324 = 0.0227 0.0089

Principal point median - 0.0226 0.0223 0.0239 0.0236 0.0207 0.0224 - 0.0168 0.0054
max = 0.2263 0.2829 0.4484 0.4411 0.3877 0.3491 = 0.1735 0.0808

mean - - - - - - - 0.0868 0.0474 0.0165

Distortion median - = - - = = - 0.0290  0.0173 0.0071
max - - - - - - - 1.0509  1.9341 0.3840

mean 749315 88.0265 86.8770  87.8971 88.6420 89.4039 87.5297 82.1422 93.2453 | 983413

Inlier (%) median  79.6975  90.6261  90.3534  91.7344 91.8065 92.6474 90.3015 89.3571  94.6934 | 98.3413
max 99.6805 99.2391  99.0581  99.3407 99.4610 99.6711 99.3856  99.6805 99.3610 | 100.0000

Table 1. Full results for the NotreDame dataset: Comparison of different solvers on 81 images downloaded from the Internet. The table
shows the relative errors except for the rotation errors which are in degrees. For the principal point the error is relative to the image size.
The best results (excluding P7Pfruv with bundle adjustment) are marked bold.
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P3.5Pf[18] P6P[11] P5Pfuv[21] P4.5Pfuv P4.5Pfuv (SVD) P4.5Pfuv (6pt) P5Pfuva P4Pfr[18] P7Pfruv | P7Pfruv (b)
mean 0.2615 0.0295 0.0228 0.0185 0.0186 0.0123 0.0286 02177  0.0192 0.0043

Focal length median  0.1409 0.0150 0.0138 0.0139 0.0089 0.0093 0.0224  0.1363  0.0163 0.0031
max 1.3042 0.1342 0.0809 0.0572 0.0762 0.0437 0.1176 09307  0.0807 0.0186

mean 5.6991 1.6485 1.5334 1.3566 1.3602 1.3361 1.5225 59204  0.8759 0.3942

Rotation median  4.6145 1.1001 1.0628 1.0924 1.1260 1.0800 1.1426 46211  0.6414 0.2657
max 195789  5.1510 4.1978 3.9726 3.8889 4.0754 45883 217933  2.7497 1.9127

mean 1.2483 0.1679 0.1528 0.1004 0.0978 0.0699 0.1646 1.0641 0.1140 0.0283

Translation median  0.7351 0.0941 0.0735 0.0745 0.0759 0.0601 0.1105  0.7020  0.0797 0.0135
max 5.4442 0.6711 1.6183 0.3328 0.3557 0.2896 0.6612 41039  0.4998 0.1665

mean = 0.0413 0.0373 0.0333 0.0334 0.0319 0.0396 = 0.0214 0.0108

Principal point median - 0.0291 0.0277 0.0300 0.0270 0.0258 0.0286 - 0.0163 0.0071
max = 0.1559 0.0971 0.0965 0.1114 0.0907 0.1375 = 0.0669 0.0572

mean - - - - - - - 0.1647 0.0240 0.0121

Distortion median = = = - = = B 0.1102  0.0176 0.0066
max - - - - - - - 1.0509  0.1082 0.1137

mean 61.7820 89.4821  87.9500  89.3505 90.0521 90.8913 88.6629  66.8490  93.0248 | 982320

Inlier (%) median  68.0180  91.7491  90.3534  92.2825 92.1621 92.7361 90.9337 703435  94.9796 | 98.2320
max 949309  99.1837  99.0581  99.3407 99.3563 99.6711 99.3856  96.7742  99.1031 | 100.0000

Table 2. Full results for the NotreDame dataset: Comparison of different solvers on images with principal point shift > 6%. The table
shows the relative errors except for the rotation errors which are in degrees. For the principal point the error is relative to the image size.
The best results (excluding P7Pfruv with bundle adjustment) are marked bold.

P3.5Pf[18] P6P[11] P5Pfuv[21] P4.5Pfuv P4.5Pfuv (SVD) P4.5Pfuv (6pt) PS5Pfuva P4Pfr[18] P7Pfruv ‘ P7Pfruv (b)

mean 0.0351 0.0206 0.0238 0.0225 0.0191 0.0155 0.0214 0.0236 0.0223 0.0034

Focal length median 0.0240 0.0124 0.0136 0.0142 0.0157 0.0096 0.0150 0.0159 0.0166 0.0015

max 0.2235 0.0920 0.1123 0.1449 0.0962 0.0535 0.1137 0.0870 0.0757 0.0173

mean 1.1164 0.9121 1.0709 1.1863 1.1872 0.9806 1.0387 1.0603 0.9169 0.2649

Rotation median 0.9137 0.8007 0.9329 0.9518 1.1145 0.8911 0.7650 0.9135 0.7830 0.1866

max 3.2030 2.5408 3.0633 3.4579 3.6908 2.6247 4.2505 2.7917 2.3552 1.9464

mean 0.2005 0.0818 0.1064 0.0820 0.0763 0.0724 0.0902 0.1142 0.0934 0.0126

Translation median 0.0861 0.0361 0.0478 0.0533 0.0542 0.0356 0.0481 0.0568 0.0553 0.0072

max 2.2931 0.4828 0.5347 0.5100 0.5809 0.7289 0.7050 1.2441 0.5929 0.0772

mean - 0.0257 0.0280 0.0336 0.0335 0.0280 0.0275 - 0.0236 0.0077

Principal point median - 0.0191 0.0204 0.0213 0.0231 0.0188 0.0152 - 0.0187 0.0043

max - 0.2263 0.2829 0.4484 0.4411 0.3877 0.3491 - 0.1735 0.0808

mean - - - - - - - 0.0349 0.0631 0.0195

Distortion median = o = = = = . 0.0136 0.0161 0.0091

max - - - - - - - 0.6777 1.9341 0.3840

mean 83.6978 87.0561 86.1617 86.9281 87.7019 88.4123 86.7742  92.3377  93.3923 98.4141

Inlier (%) median  85.4583 89.7185 90.3243 90.7809 90.5397 92.1720 90.1257  93.8954  94.5743 98.4141
max 99.6805 99.2391 99.0415 99.2063 99.4610 99.3976 98.8903  99.6805 99.3610 100.0000

Table 3. Full results for the NotreDame dataset: Comparison of different solvers on images with principal point shift < 6%. The table
shows the relative errors except for the rotation errors which are in degrees. For the principal point the error is relative to the image size.
The best results (excluding P7Pfruv with bundle adjustment) are marked bold.
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Figure 2. Distribution of relative focal length error for 2 px noise
with radial distortion.
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Table 4. Full results for the cropped Rotunda dataset: Comparison of different solvers on 248 images with radial distortion and shifted
principal point. The table shows the relative errors except for the rotation errors which are in degrees. For the principal point the error is
relative to the image size. The best results (excluding P7Pfruv with bundle adjustment) are marked bold.
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