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@ARTICLE{He2015-ib,
  title         = "Deep Residual Learning for Image Recognition",
  author        = "He, Kaiming and Zhang, Xiangyu and Ren, Shaoqing and Sun,
                   Jian",
  abstract      = "Deeper neural networks are more difficult to train. We
                   present a residual learning framework to ease the training
                   of networks that are substantially deeper than those used
                   previously. We explicitly reformulate the layers as learning
                   residual functions with reference to the layer inputs,
                   instead of learning unreferenced functions. We provide
                   comprehensive empirical evidence showing that these residual
                   networks are easier to optimize, and can gain accuracy from
                   considerably increased depth. On the ImageNet dataset we
                   evaluate residual nets with a depth of up to 152 layers---8x
                   deeper than VGG nets but still having lower complexity. An
                   ensemble of these residual nets achieves 3.57\% error on the
                   ImageNet test set. This result won the 1st place on the
                   ILSVRC 2015 classification task. We also present analysis on
                   CIFAR-10 with 100 and 1000 layers. The depth of
                   representations is of central importance for many visual
                   recognition tasks. Solely due to our extremely deep
                   representations, we obtain a 28\% relative improvement on
                   the COCO object detection dataset. Deep residual nets are
                   foundations of our submissions to ILSVRC \& COCO 2015
                   competitions, where we also won the 1st places on the tasks
                   of ImageNet detection, ImageNet localization, COCO
                   detection, and COCO segmentation.",
  month         =  dec,
  year          =  2015,
  keywords      = "Caicedo CVPR 2017",
  archivePrefix = "arXiv",
  primaryClass  = "cs.CV",
  eprint        = "1512.03385"
}

@ARTICLE{Kamentsky2011-dr,
  title       = "Improved structure, function and compatibility for
                 {CellProfiler}: modular high-throughput image analysis
                 software",
  author      = "Kamentsky, Lee and Jones, Thouis R and Fraser, Adam and Bray,
                 Mark-Anthony and Logan, David J and Madden, Katherine L and
                 Ljosa, Vebjorn and Rueden, Curtis and Eliceiri, Kevin W and
                 Carpenter, Anne E",
  affiliation = "Imaging Platform, Broad Institute of Harvard and MIT,
                 Cambridge, MA 02142, USA.",
  abstract    = "UNLABELLED: There is a strong and growing need in the biology
                 research community for accurate, automated image analysis.
                 Here, we describe CellProfiler 2.0, which has been engineered
                 to meet the needs of its growing user base. It is more robust
                 and user friendly, with new algorithms and features to
                 facilitate high-throughput work. ImageJ plugins can now be run
                 within a CellProfiler pipeline. AVAILABILITY AND
                 IMPLEMENTATION: CellProfiler 2.0 is free and open source,
                 available at http://www.cellprofiler.org under the GPL v. 2
                 license. It is available as a packaged application for
                 Macintosh OS X and Microsoft Windows and can be compiled for
                 Linux. CONTACT: anne@broadinstitute.org SUPPLEMENTARY
                 INFORMATION: Supplementary data are available at
                 Bioinformatics online.",
  journal     = "Bioinformatics",
  volume      =  27,
  number      =  8,
  pages       = "1179--1180",
  month       =  apr,
  year        =  2011,
  keywords    = "mira;Caicedo CVPR 2017"
}

@ARTICLE{Ljosa2013-xb,
  title       = "Comparison of methods for image-based profiling of cellular
                 morphological responses to small-molecule treatment",
  author      = "Ljosa, Vebjorn and Caie, Peter D and Ter Horst, Rob and
                 Sokolnicki, Katherine L and Jenkins, Emma L and Daya, Sandeep
                 and Roberts, Mark E and Jones, Thouis R and Singh, Shantanu
                 and Genovesio, Auguste and Clemons, Paul A and Carragher, Neil
                 O and Carpenter, Anne E",
  affiliation = "1Broad Institute of MIT and Harvard, Cambridge, MA, USA.",
  abstract    = "Quantitative microscopy has proven a versatile and powerful
                 phenotypic screening technique. Recently, image-based
                 profiling has shown promise as a means for broadly
                 characterizing molecules' effects on cells in several
                 drug-discovery applications, including target-agnostic
                 screening and predicting a compound's mechanism of action
                 (MOA). Several profiling methods have been proposed, but
                 little is known about their comparative performance, impeding
                 the wider adoption and further development of image-based
                 profiling. We compared these methods by applying them to a
                 widely applicable assay of cultured cells and measuring the
                 ability of each method to predict the MOA of a compendium of
                 drugs. A very simple method that is based on population means
                 performed as well as methods designed to take advantage of the
                 measurements of individual cells. This is surprising because
                 many treatments induced a heterogeneous phenotypic response
                 across the cell population in each sample. Another simple
                 method, which performs factor analysis on the cellular
                 measurements before averaging them, provided substantial
                 improvement and was able to predict MOA correctly for 94\% of
                 the treatments in our ground-truth set. To facilitate the
                 ready application and future development of image-based
                 phenotypic profiling methods, we provide our complete
                 ground-truth and test data sets, as well as open-source
                 implementations of the various methods in a common software
                 framework.",
  journal     = "J. Biomol. Screen.",
  volume      =  18,
  number      =  10,
  pages       = "1321--1329",
  month       =  dec,
  year        =  2013,
  keywords    = "drug profiling; high-content screening; image-based screening;
                 phenotypic
                 screening;image-based-profiling;cpa;mira;profiling-related-work;Caicedo
                 CVPR 2017"
}

@ARTICLE{Gustafsdottir2013-gg,
  title       = "Multiplex cytological profiling assay to measure diverse
                 cellular states",
  author      = "Gustafsdottir, Sigrun M and Ljosa, Vebjorn and Sokolnicki,
                 Katherine L and Anthony Wilson, J and Walpita, Deepika and
                 Kemp, Melissa M and Petri Seiler, Kathleen and Carrel, Hyman A
                 and Golub, Todd R and Schreiber, Stuart L and Clemons, Paul A
                 and Carpenter, Anne E and Shamji, Alykhan F",
  affiliation = "Broad Institute of Harvard and MIT, Cambridge, Massachusetts,
                 United States of America.",
  abstract    = "Computational methods for image-based profiling are under
                 active development, but their success hinges on assays that
                 can capture a wide range of phenotypes. We have developed a
                 multiplex cytological profiling assay that ``paints the cell''
                 with as many fluorescent markers as possible without
                 compromising our ability to extract rich, quantitative
                 profiles in high throughput. The assay detects seven major
                 cellular components. In a pilot screen of bioactive compounds,
                 the assay detected a range of cellular phenotypes and it
                 clustered compounds with similar annotated protein targets or
                 chemical structure based on cytological profiles. The results
                 demonstrate that the assay captures subtle patterns in the
                 combination of morphological labels, thereby detecting the
                 effects of chemical compounds even though their targets are
                 not stained directly. This image-based assay provides an
                 unbiased approach to characterize compound- and
                 disease-associated cell states to support future probe
                 discovery.",
  journal     = "PLoS One",
  volume      =  8,
  number      =  12,
  pages       = "e80999",
  month       =  dec,
  year        =  2013,
  keywords    = "image-based-profiling;mira;profiling-related-work;Caicedo CVPR
                 2017;cytomining"
}

@ARTICLE{Carpenter2006-kb,
  title       = "{CellProfiler}: image analysis software for identifying and
                 quantifying cell phenotypes",
  author      = "Carpenter, Anne and Jones, Thouis and Lamprecht, Michael and
                 Clarke, Colin and Kang, In and Friman, Ola and Guertin, David
                 and Chang, Joo and Lindquist, Robert and Moffat, Jason and
                 Golland, Polina and Sabatini, David",
  abstract    = "Biologists can now prepare and image thousands of samples per
                 day using automation, enabling chemical screens and functional
                 genomics (for example, using RNA interference). Here we
                 describe the first free, open-source system designed for
                 flexible, high-throughput cell image analysis, CellProfiler.
                 CellProfiler can address a variety of biological questions
                 quantitatively, including standard assays (for example, cell
                 count, size, per-cell protein levels) and complex
                 morphological assays (for example, cell/organelle shape or
                 subcellular patterns of DNA or protein staining).",
  journal     = "Genome Biol.",
  volume      =  7,
  number      =  10,
  pages       = "R100",
  year        =  2006,
  keywords    = "mira;Caicedo CVPR 2017",
  original_id = "16ac8d3d-ccb7-005e-95a7-e8afee021d0e"
}

@ARTICLE{Singh2014-zo,
  title       = "Pipeline for illumination correction of images for
                 high-throughput microscopy",
  author      = "Singh, S and Bray, M-A and Jones, T R and Carpenter, A E",
  affiliation = "Broad Institute of MIT and Harvard, Cambridge, Massachusetts,
                 U.S.A.",
  abstract    = "The presence of systematic noise in images in high-throughput
                 microscopy experiments can significantly impact the accuracy
                 of downstream results. Among the most common sources of
                 systematic noise is non-homogeneous illumination across the
                 image field. This often adds an unacceptable level of noise,
                 obscures true quantitative differences and precludes
                 biological experiments that rely on accurate fluorescence
                 intensity measurements. In this paper, we seek to quantify the
                 improvement in the quality of high-content screen readouts due
                 to software-based illumination correction. We present a
                 straightforward illumination correction pipeline that has been
                 used by our group across many experiments. We test the
                 pipeline on real-world high-throughput image sets and evaluate
                 the performance of the pipeline at two levels: (a) Z'-factor
                 to evaluate the effect of the image correction on a univariate
                 readout, representative of a typical high-content screen, and
                 (b) classification accuracy on phenotypic signatures derived
                 from the images, representative of an experiment involving
                 more complex data mining. We find that applying the proposed
                 post-hoc correction method improves performance in both
                 experiments, even when illumination correction has already
                 been applied using software associated with the instrument. To
                 facilitate the ready application and future development of
                 illumination correction methods, we have made our complete
                 test data sets as well as open-source image analysis pipelines
                 publicly available. This software-based solution has the
                 potential to improve outcomes for a wide-variety of
                 image-based HTS experiments.",
  journal     = "J. Microsc.",
  volume      =  256,
  number      =  3,
  pages       = "231--236",
  month       =  dec,
  year        =  2014,
  keywords    = "Fluorescence microscopy; high-throughput microscopy;
                 illumination correction; shading correction;
                 vignetting;mira;Caicedo CVPR 2017"
}

@ARTICLE{Bray2016-jh,
  title     = "Cell Painting, a high-content image-based assay for
               morphological profiling using multiplexed fluorescent dyes",
  author    = "Bray, Mark-Anthony and Singh, Shantanu and Han, Han and Davis,
               Chadwick T and Borgeson, Blake and Hartland, Cathy and
               Kost-Alimova, Maria and Gustafsdottir, Sigrun M and Gibson,
               Christopher C and Carpenter, Anne E",
  abstract  = "Cell Painting is a high-content screening assay that uses
               multiplexed fluorescent dyes for image-based profiling of
               [sim]1,500 morphological features. Image analysis with
               CellProfiler automatically identifies and extracts data from
               individual cells.",
  journal   = "Nat. Protoc.",
  publisher = "Nature Research",
  volume    =  11,
  number    =  9,
  pages     = "1757--1774",
  month     =  aug,
  year      =  2016,
  keywords  = "Caicedo CVPR 2017",
  language  = "en"
}

@ARTICLE{Caicedo2016-kf,
  title       = "Applications in image-based profiling of perturbations",
  author      = "Caicedo, Juan C and Singh, Shantanu and Carpenter, Anne E",
  affiliation = "Imaging Platform of the Broad Institute of Harvard and
                 Massachusetts Institute of Technology, 415 Main Street,
                 Cambridge, MA, USA; Fundaci{\'o}n Universitaria Konrad Lorenz,
                 Bogot{\'a}, Colombia. Imaging Platform of the Broad Institute
                 of Harvard and Massachusetts Institute of Technology, 415 Main
                 Street, Cambridge, MA, USA. Imaging Platform of the Broad
                 Institute of Harvard and Massachusetts Institute of
                 Technology, 415 Main Street, Cambridge, MA, USA. Electronic
                 address: anne@broadinstitute.org.",
  abstract    = "A dramatic shift has occurred in how biologists use microscopy
                 images. Whether experiments are small-scale or
                 high-throughput, automatically quantifying biological
                 properties in images is now widespread. We see yet another
                 revolution under way: a transition towards using automated
                 image analysis to not only identify phenotypes a biologist
                 specifically seeks to measure ('screening') but also as an
                 unbiased and sensitive tool to capture a wide variety of
                 subtle features of cell (or organism) state ('profiling').
                 Mapping similarities among samples using image-based
                 (morphological) profiling has tremendous potential to
                 transform drug discovery, functional genomics, and basic
                 biological research. Applications include target
                 identification, lead hopping, library enrichment, functionally
                 annotating genes/alleles, and identifying small molecule
                 modulators of gene activity and disease-specific phenotypes.",
  journal     = "Curr. Opin. Biotechnol.",
  volume      =  39,
  pages       = "134--142",
  month       =  apr,
  year        =  2016,
  keywords    = "Caicedo CVPR 2017"
}

@ARTICLE{Mattiazzi_Usaj2016-fb,
  title       = "{High-Content} Screening for Quantitative Cell Biology",
  author      = "Mattiazzi Usaj, Mojca and Styles, Erin B and Verster, Adrian J
                 and Friesen, Helena and Boone, Charles and Andrews, Brenda J",
  affiliation = "The Donnelly Centre, University of Toronto, Toronto, ON
                 M5S3E1, Canada. The Donnelly Centre, University of Toronto,
                 Toronto, ON M5S3E1, Canada. The Donnelly Centre, University of
                 Toronto, Toronto, ON M5S3E1, Canada. The Donnelly Centre,
                 University of Toronto, Toronto, ON M5S3E1, Canada. The
                 Donnelly Centre, University of Toronto, Toronto, ON M5S3E1,
                 Canada. The Donnelly Centre, University of Toronto, Toronto,
                 ON M5S3E1, Canada. Electronic address:
                 brenda.andrews@utoronto.ca.",
  abstract    = "High-content screening (HCS), which combines automated
                 fluorescence microscopy with quantitative image analysis,
                 allows the acquisition of unbiased multiparametric data at the
                 single cell level. This approach has been used to address
                 diverse biological questions and identify a plethora of
                 quantitative phenotypes of varying complexity in numerous
                 different model systems. Here, we describe some recent
                 applications of HCS, ranging from the identification of genes
                 required for specific biological processes to the
                 characterization of genetic interactions. We review the steps
                 involved in the design of useful biological assays and
                 automated image analysis, and describe major challenges
                 associated with each. Additionally, we highlight emerging
                 technologies and future challenges, and discuss how the field
                 of HCS might be enhanced in the future.",
  journal     = "Trends Cell Biol.",
  month       =  apr,
  year        =  2016,
  keywords    = "automated image analysis; high-content screening;
                 high-throughput microscopy;Caicedo CVPR 2017;Alex review paper"
}

@PHDTHESIS{Pawlowski2016-mn,
  title       = "Towards {Image-Based} Morphological Profiling using Deep
                 Learning Techniques",
  author      = "Pawlowski, Nick",
  editor      = "Storkey, Amos",
  month       =  sep,
  year        =  2016,
  school      = "University of Edinburgh",
  keywords    = "Caicedo CVPR 2017",
  original_id = "d478cbb9-3e4b-0c50-8dcc-629365599f8c"
}

@UNPUBLISHED{Pawlowski2016-ln,
  title    = "Automating Morphological Profiling with Generic Deep
              Convolutional Networks",
  author   = "Pawlowski, Nick and Caicedo, Juan C and Singh, Shantanu and
              Carpenter, Anne E and Storkey, Amos",
  abstract = "Morphological profiling aims to create signatures of genes,
              chemicals and diseases from microscopy images. Current approaches
              use classical computer vision-based segmentation and feature
              extraction. Deep learning models achieve state-of-the-art
              performance in many computer vision tasks such as classification
              and segmentation. We propose to transfer activation features of
              generic deep convolutional networks to extract features for
              morphological profiling. Our approach surpasses currently used
              methods in terms of accuracy and processing speed. Furthermore,
              it enables fully automated processing of microscopy images
              without need for single cell identification.",
  journal  = "bioRxiv",
  pages    = "085118",
  month    =  nov,
  year     =  2016,
  keywords = "Caicedo CVPR 2017",
  language = "en"
}

@ARTICLE{Rohban2017-kg,
  title       = "Systematic morphological profiling of human gene and allele
                 function via Cell Painting",
  author      = "Rohban, Mohammad Hossein and Singh, Shantanu and Wu, Xiaoyun
                 and Berthet, Julia B and Bray, Mark-Anthony and Shrestha,
                 Yashaswi and Varelas, Xaralabos and Boehm, Jesse S and
                 Carpenter, Anne E",
  affiliation = "Broad Institute of MIT and Harvard, Cambridge, United States.
                 Broad Institute of MIT and Harvard, Cambridge, United States.
                 Broad Institute of MIT and Harvard, Cambridge, United States.
                 Department of Biochemistry, Boston University School of
                 Medicine, Boston, United States. Broad Institute of MIT and
                 Harvard, Cambridge, United States. Broad Institute of MIT and
                 Harvard, Cambridge, United States. Department of Biochemistry,
                 Boston University School of Medicine, Boston, United States.
                 Broad Institute of MIT and Harvard, Cambridge, United States.
                 Broad Institute of MIT and Harvard, Cambridge, United States.",
  abstract    = "We hypothesized that human genes and disease-associated
                 alleles might be systematically functionally annotated using
                 morphological profiling of cDNA constructs, via a
                 microscopy-based Cell Painting assay. Indeed, 50\% of the 220
                 tested genes yielded detectable morphological profiles, which
                 grouped into biologically meaningful gene clusters consistent
                 with known functional annotation (e.g., the RAS-RAF-MEK-ERK
                 cascade). We used novel subpopulation-based visualization
                 methods to interpret the morphological changes for specific
                 clusters. This unbiased morphologic map of gene function
                 revealed TRAF2/c-REL negative regulation of
                 YAP1/WWTR1-responsive pathways. We confirmed this discovery of
                 functional connectivity between the NF-$\kappa$B pathway and
                 Hippo pathway effectors at the transcriptional level, thereby
                 expanding knowledge of these two signaling pathways that
                 critically regulate tumor initiation and progression. We make
                 the images and raw data publicly available, providing an
                 initial morphological map of major biological pathways for
                 future study.",
  journal     = "Elife",
  volume      =  6,
  month       =  mar,
  year        =  2017,
  keywords    = "Hippo Pathway; NF-kB pathway; computational biology; gene
                 functional annotation; human; morphological profiling; systems
                 biology;Caicedo CVPR 2017",
  language    = "en"
}

@UNPUBLISHED{Michael_Ando2017-af,
  title    = "Improving Phenotypic Measurements in {High-Content} Imaging
              Screens",
  author   = "Michael Ando, D and McLean, Cory and Berndl, Marc",
  abstract = "Image-based screening is a powerful technique to reveal how
              chemical, genetic, and environmental perturbations affect
              cellular state. Its potential is restricted by the current
              analysis algorithms that target a small number of cellular
              phenotypes and rely on expert-engineered image features. Newer
              algorithms that learn how to represent an image are limited by
              the small amount of labeled data for ground-truth, a common
              problem for scientific projects. We demonstrate a sensitive and
              robust method for distinguishing cellular phenotypes that
              requires no additional ground-truth data or training. It achieves
              state-of-the-art performance classifying drugs by similar
              molecular mechanism, using a Deep Metric Network that has been
              pre-trained on consumer images and a transformation that improves
              sensitivity to biological variation. However, our method is not
              limited to classification into predefined categories. It provides
              a continuous measure of the similarity between cellular
              phenotypes that can also detect subtle differences such as from
              increasing dose. The rich, biologically-meaningful image
              representation that our method provides can help therapy
              development by supporting high-throughput investigations, even
              exploratory ones, with more sophisticated and disease-relevant
              models.",
  journal  = "bioRxiv",
  pages    = "161422",
  month    =  jul,
  year     =  2017,
  keywords = "Caicedo CVPR 2017",
  language = "en"
}

@ARTICLE{Caicedo2017-pg,
  title       = "Data-analysis strategies for image-based cell profiling",
  author      = "Caicedo, Juan C and Cooper, Sam and Heigwer, Florian and
                 Warchal, Scott and Qiu, Peng and Molnar, Csaba and Vasilevich,
                 Aliaksei S and Barry, Joseph D and Bansal, Harmanjit Singh and
                 Kraus, Oren and Wawer, Mathias and Paavolainen, Lassi and
                 Herrmann, Markus D and Rohban, Mohammad and Hung, Jane and
                 Hennig, Holger and Concannon, John and Smith, Ian and Clemons,
                 Paul A and Singh, Shantanu and Rees, Paul and Horvath, Peter
                 and Linington, Roger G and Carpenter, Anne E",
  affiliation = "Imaging Platform, Broad Institute of Harvard and MIT,
                 Cambridge, Massachusetts, USA. Imperial College London,
                 London, UK. German Cancer Research Center and Heidelberg
                 University, Heidelberg, Germany. Institute of Genetics
                 \&Molecular Medicine, University of Edinburgh, Edinburgh, UK.
                 Department of Biomedical Engineering, Georgia Institute of
                 Technology and Emory University, Atlanta, Georgia, USA.
                 Synthetic and System Biology Unit, Hungarian Academy of
                 Sciences, Szeged, Hungary. Laboratory for Cell
                 Biology-Inspired Tissue Engineering, MERLN Institute,
                 Maastricht University, Maastricht, the Netherlands. Department
                 of Biostatistics and Computational Biology, Dana-Farber Cancer
                 Institute, Boston, Massachusetts, USA. National Centre for
                 Biological Sciences, Bangalore, India. Electrical and Computer
                 Engineering, University of Toronto, Toronto, Ontario, Canada.
                 Chemical Biology and Therapeutics Science Program, Broad
                 Institute of MIT and Harvard, Cambridge, Massachusetts, USA.
                 Institute for Molecular Medicine Finland (FIMM), University of
                 Helsinki, Helsinki, Finland. Institute of Molecular Life
                 Sciences, University of Zurich, Zurich, Switzerland.
                 Department of Chemical Engineering, Massachusetts Institute of
                 Technology, Cambridge, Massachusetts, USA. Department of
                 Systems Biology \&Bioinformatics, University of Rostock,
                 Rostock, Germany. Department of Chemical Biology and
                 Therapeutics, Novartis Institutes for Biomedical Research,
                 Cambridge, Massachusetts, USA. Connectivity Map Project, Broad
                 Institute of Harvard and MIT, Cambridge, Massachusetts, USA.
                 College of Engineering, Swansea University, Swansea, UK.
                 Department of Chemistry, Simon Fraser University, Burnaby,
                 British Columbia, Canada.",
  abstract    = "Image-based cell profiling is a high-throughput strategy for
                 the quantification of phenotypic differences among a variety
                 of cell populations. It paves the way to studying biological
                 systems on a large scale by using chemical and genetic
                 perturbations. The general workflow for this technology
                 involves image acquisition with high-throughput microscopy
                 systems and subsequent image processing and analysis. Here, we
                 introduce the steps required to create high-quality
                 image-based (i.e., morphological) profiles from a collection
                 of microscopy images. We recommend techniques that have proven
                 useful in each stage of the data analysis process, on the
                 basis of the experience of 20 laboratories worldwide that are
                 refining their image-based cell-profiling methodologies in
                 pursuit of biological discovery. The recommended techniques
                 cover alternatives that may suit various biological goals,
                 experimental designs, and laboratories' preferences.",
  journal     = "Nat. Methods",
  volume      =  14,
  number      =  9,
  pages       = "849--863",
  month       =  aug,
  year        =  2017,
  keywords    = "Caicedo CVPR 2017",
  language    = "en"
}

@ARTICLE{Ronneberger2015-lk,
  title         = "{U-Net}: Convolutional Networks for Biomedical Image
                   Segmentation",
  author        = "Ronneberger, Olaf and Fischer, Philipp and Brox, Thomas",
  abstract      = "There is large consent that successful training of deep
                   networks requires many thousand annotated training samples.
                   In this paper, we present a network and training strategy
                   that relies on the strong use of data augmentation to use
                   the available annotated samples more efficiently. The
                   architecture consists of a contracting path to capture
                   context and a symmetric expanding path that enables precise
                   localization. We show that such a network can be trained
                   end-to-end from very few images and outperforms the prior
                   best method (a sliding-window convolutional network) on the
                   ISBI challenge for segmentation of neuronal structures in
                   electron microscopic stacks. Using the same network trained
                   on transmitted light microscopy images (phase contrast and
                   DIC) we won the ISBI cell tracking challenge 2015 in these
                   categories by a large margin. Moreover, the network is fast.
                   Segmentation of a 512x512 image takes less than a second on
                   a recent GPU. The full implementation (based on Caffe) and
                   the trained networks are available at
                   http://lmb.informatik.uni-freiburg.de/people/ronneber/u-net
                   .",
  month         =  may,
  year          =  2015,
  keywords      = "Caicedo CVPR 2017",
  archivePrefix = "arXiv",
  primaryClass  = "cs.CV",
  eprint        = "1505.04597"
}

@ARTICLE{Ljosa2012-cq,
  title    = "Annotated high-throughput microscopy image sets for validation",
  author   = "Ljosa, Vebjorn and Sokolnicki, Katherine L and Carpenter, Anne E",
  journal  = "Nat. Methods",
  volume   =  9,
  number   =  7,
  pages    = "637",
  month    =  jul,
  year     =  2012,
  keywords = "mira;Caicedo CVPR 2017"
}

% The entry below contains non-ASCII chars that could not be converted
% to a LaTeX equivalent.
@ARTICLE{Singh2014-vo,
  title    = "Increasing the Content of {High-Content} Screening: An Overview",
  author   = "Singh, Shantanu and Carpenter, Anne E and Genovesio, Auguste",
  abstract = "Target-based high-throughput screening (HTS) has recently been
              critiqued for its relatively poor yield compared to phenotypic
              screening approaches. One type of phenotypic screening,
              image-based high-content screening (HCS), has been seen as
              particularly promising.In this article, we assess whether HCS is
              as high content as it can be. We analyze HCS publications and
              find that although the number of HCS experiments published each
              year continues to grow steadily, the information content lags
              behind. We find that a majority of high-content screens published
              so far (60â��80\%) made use of only one or two image-based features
              measured from each sample and disregarded the distribution of
              those features among each cell population. We discuss several
              potential explanations, focusing on the hypothesis that data
              analysis traditions are to blame. This includes practical
              problems related to managing large and multidimensional HCS data
              sets as well as the adoption of assay quality statistics from HTS
              to HCS. Both may have led to the simplification or systematic
              rejection of assays carrying complex and valuable phenotypic
              information.We predict that advanced data analysis methods that
              enable full multiparametric data to be harvested for entire cell
              populations will enable HCS to finally reach its potential.",
  journal  = "J. Biomol. Screen.",
  month    =  apr,
  year     =  2014,
  keywords = "Caicedo CVPR 2017"
}

@ARTICLE{Gough2017-fn,
  title       = "Biologically Relevant Heterogeneity: Metrics and Practical
                 Insights",
  author      = "Gough, Albert and Stern, Andrew M and Maier, John and Lezon,
                 Timothy and Shun, Tong-Ying and Chennubhotla, Chakra and
                 Schurdak, Mark E and Haney, Steven A and Taylor, D Lansing",
  affiliation = "1 Department of Computational and Systems Biology, University
                 of Pittsburgh, Pittsburgh, PA, USA. 2 University of Pittsburgh
                 Drug Discovery Institute, Pittsburgh, PA, USA. 3 Department of
                 Family Medicine, University of Pittsburgh, Pittsburgh, PA,
                 USA. 4 University of Pittsburgh Cancer Institute, Pittsburgh,
                 PA, USA. 5 Eli Lilly and Company, Lilly Corporate Center,
                 Indianapolis, IN, USA.",
  abstract    = "Heterogeneity is a fundamental property of biological systems
                 at all scales that must be addressed in a wide range of
                 biomedical applications, including basic biomedical research,
                 drug discovery, diagnostics, and the implementation of
                 precision medicine. There are a number of published approaches
                 to characterizing heterogeneity in cells in vitro and in
                 tissue sections. However, there are no generally accepted
                 approaches for the detection and quantitation of heterogeneity
                 that can be applied in a relatively high-throughput workflow.
                 This review and perspective emphasizes the experimental
                 methods that capture multiplexed cell-level data, as well as
                 the need for standard metrics of the spatial, temporal, and
                 population components of heterogeneity. A recommendation is
                 made for the adoption of a set of three heterogeneity indices
                 that can be implemented in any high-throughput workflow to
                 optimize the decision-making process. In addition, a pairwise
                 mutual information method is suggested as an approach to
                 characterizing the spatial features of heterogeneity,
                 especially in tissue-based imaging. Furthermore, metrics for
                 temporal heterogeneity are in the early stages of development.
                 Example studies indicate that the analysis of functional
                 phenotypic heterogeneity can be exploited to guide decisions
                 in the interpretation of biomedical experiments, drug
                 discovery, diagnostics, and the design of optimal therapeutic
                 strategies for individual patients.",
  journal     = "SLAS Discov",
  volume      =  22,
  number      =  3,
  pages       = "213--237",
  month       =  mar,
  year        =  2017,
  keywords    = "cellular models; computational pathology; drug discovery; flow
                 cytometry; heterogeneity; high-content screening;
                 organs-on-chips; precision medicine; quantitative systems
                 pharmacology; systems biology;Caicedo CVPR 2017",
  language    = "en"
}

@ARTICLE{Zhuang2016-ep,
  title         = "Attend in groups: a weakly-supervised deep learning
                   framework for learning from web data",
  author        = "Zhuang, Bohan and Liu, Lingqiao and Li, Yao and Shen,
                   Chunhua and Reid, Ian",
  abstract      = "Large-scale datasets have driven the rapid development of
                   deep neural networks for visual recognition. However,
                   annotating a massive dataset is expensive and
                   time-consuming. Web images and their labels are, in
                   comparison, much easier to obtain, but direct training on
                   such automatically harvested images can lead to
                   unsatisfactory performance, because the noisy labels of Web
                   images adversely affect the learned recognition models. To
                   address this drawback we propose an end-to-end
                   weakly-supervised deep learning framework which is robust to
                   the label noise in Web images. The proposed framework relies
                   on two unified strategies -- random grouping and attention
                   -- to effectively reduce the negative impact of noisy web
                   image annotations. Specifically, random grouping stacks
                   multiple images into a single training instance and thus
                   increases the labeling accuracy at the instance level.
                   Attention, on the other hand, suppresses the noisy signals
                   from both incorrectly labeled images and less discriminative
                   image regions. By conducting intensive experiments on two
                   challenging datasets, including a newly collected
                   fine-grained dataset with Web images of different car
                   models, the superior performance of the proposed methods
                   over competitive baselines is clearly demonstrated.",
  month         =  nov,
  year          =  2016,
  keywords      = "Caicedo CVPR 2017",
  archivePrefix = "arXiv",
  primaryClass  = "cs.CV",
  eprint        = "1611.09960"
}

@ARTICLE{Godinez2017-hm,
  title       = "A multi-scale convolutional neural network for phenotyping
                 high-content cellular images",
  author      = "Godinez, William J and Hossain, Imtiaz and Lazic, Stanley E
                 and Davies, John W and Zhang, Xian",
  affiliation = "Novartis Institutes for BioMedical Research Inc., Basel,
                 Switzerland. Novartis Institutes for BioMedical Research Inc.,
                 Cambridge, MA, USA.",
  abstract    = "Motivation: Identifying phenotypes based on high-content
                 cellular images is challenging. Conventional image analysis
                 pipelines for phenotype identification comprise multiple
                 independent steps, with each step requiring method
                 customization and adjustment of multiple parameters. Results:
                 Here, we present an approach based on a multi-scale
                 convolutional neural network (M-CNN) that classifies, in a
                 single cohesive step, cellular images into phenotypes by using
                 directly and solely the images' pixel intensity values. The
                 only parameters in the approach are the weights of the neural
                 network, which are automatically optimized based on training
                 images. The approach requires no a priori knowledge or manual
                 customization, and is applicable to single- or multi-channel
                 images displaying single or multiple cells. We evaluated the
                 classification performance of the approach on eight diverse
                 benchmark datasets. The approach yielded overall a higher
                 classification accuracy compared with state-of-the-art
                 results, including those of other deep CNN architectures. In
                 addition to using the network to simply obtain a yes-or-no
                 prediction for a given phenotype, we use the probability
                 outputs calculated by the network to quantitatively describe
                 the phenotypes. This study shows that these probability values
                 correlate with chemical treatment concentrations. This finding
                 validates further our approach and enables chemical treatment
                 potency estimation via CNNs. Availability and Implementation:
                 The network specifications and solver definitions are provided
                 in Supplementary Software 1. Contact:
                 william\_jose.godinez\_navarro@novartis.com or
                 xian-1.zhang@novartis.com. Supplementary information:
                 Supplementary data are available at Bioinformatics online.",
  journal     = "Bioinformatics",
  volume      =  33,
  number      =  13,
  pages       = "2010--2019",
  month       =  jul,
  year        =  2017,
  keywords    = "Caicedo CVPR 2017",
  language    = "en"
}

@ARTICLE{Zhang2017-tp,
  title         = "mixup: Beyond Empirical Risk Minimization",
  author        = "Zhang, Hongyi and Cisse, Moustapha and Dauphin, Yann N and
                   Lopez-Paz, David",
  abstract      = "Large deep neural networks are powerful, but exhibit
                   undesirable behaviors such as memorization and sensitivity
                   to adversarial examples. In this work, we propose mixup, a
                   simple learning principle to alleviate these issues. In
                   essence, mixup trains a neural network on convex
                   combinations of pairs of examples and their labels. By doing
                   so, mixup regularizes the neural network to favor simple
                   linear behavior in-between training examples. Our
                   experiments on the ImageNet-2012, CIFAR-10, CIFAR-100,
                   Google commands and UCI datasets show that mixup improves
                   the generalization of state-of-the-art neural network
                   architectures. We also find that mixup reduces the
                   memorization of corrupt labels, increases the robustness to
                   adversarial examples, and stabilizes the training of
                   generative adversarial networks.",
  month         =  oct,
  year          =  2017,
  keywords      = "Caicedo CVPR 2017",
  archivePrefix = "arXiv",
  primaryClass  = "cs.LG",
  eprint        = "1710.09412"
}

@ARTICLE{noauthor_undated-qp,
  title    = "Generative Adversarial Networks",
  author   = "Goodfellow, Ian J and Pouget-Abadie, Jean and Mirza, Mehdi and
              Xu, Bing and Warde-Farley, David and Ozair, Sherjil and
              Courville, Aaron and Bengio, Yoshua",
  abstract = "We propose a new framework for estimating generative models via
              an adversarial process, in which we simultaneously train two
              models: a generative model G that captures the data distribution,
              and a discriminative model D that estimates the probability that
              a sample came from the training data rather than G. The training
              procedure for G is to maximize the probability of D making a
              mistake. This framework corresponds to a minimax two-player game.
              In the space of arbitrary functions G and D, a unique solution
              exists, with G recovering the training data distribution and D
              equal to 1/2 everywhere. In the case where G and D are defined by
              multilayer perceptrons, the entire system can be trained with
              backpropagation. There is no need for any Markov chains or
              unrolled approximate inference networks during either training or
              generation of samples. Experiments demonstrate the potential of
              the framework through qualitative and quantitative evaluation of
              the generated samples.",
  journal  = "arXiv [stat.ML]",
  month    =  jun,
  year     =  2014,
  keywords = "Caicedo CVPR 2017"
}

@ARTICLE{Chung2014-gi,
  title         = "Empirical Evaluation of Gated Recurrent Neural Networks on
                   Sequence Modeling",
  author        = "Chung, Junyoung and Gulcehre, Caglar and Cho, Kyunghyun and
                   Bengio, Yoshua",
  abstract      = "In this paper we compare different types of recurrent units
                   in recurrent neural networks (RNNs). Especially, we focus on
                   more sophisticated units that implement a gating mechanism,
                   such as a long short-term memory (LSTM) unit and a recently
                   proposed gated recurrent unit (GRU). We evaluate these
                   recurrent units on the tasks of polyphonic music modeling
                   and speech signal modeling. Our experiments revealed that
                   these advanced recurrent units are indeed better than more
                   traditional recurrent units such as tanh units. Also, we
                   found GRU to be comparable to LSTM.",
  month         =  dec,
  year          =  2014,
  keywords      = "Caicedo CVPR 2017",
  archivePrefix = "arXiv",
  primaryClass  = "cs.NE",
  eprint        = "1412.3555"
}

@ARTICLE{Gers2000-ik,
  title       = "Learning to forget: continual prediction with {LSTM}",
  author      = "Gers, F A and Schmidhuber, J and Cummins, F",
  affiliation = "IDSIA, Lugano, Switzerland.",
  abstract    = "Long short-term memory (LSTM; Hochreiter \& Schmidhuber, 1997)
                 can solve numerous tasks not solvable by previous learning
                 algorithms for recurrent neural networks (RNNs). We identify a
                 weakness of LSTM networks processing continual input streams
                 that are not a priori segmented into subsequences with
                 explicitly marked ends at which the network's internal state
                 could be reset. Without resets, the state may grow
                 indefinitely and eventually cause the network to break down.
                 Our remedy is a novel, adaptive ``forget gate'' that enables
                 an LSTM cell to learn to reset itself at appropriate times,
                 thus releasing internal resources. We review illustrative
                 benchmark problems on which standard LSTM outperforms other
                 RNN algorithms. All algorithms (including LSTM) fail to solve
                 continual versions of these problems. LSTM with forget gates,
                 however, easily solves them, and in an elegant way.",
  journal     = "Neural Comput.",
  volume      =  12,
  number      =  10,
  pages       = "2451--2471",
  month       =  oct,
  year        =  2000,
  keywords    = "Caicedo CVPR 2017",
  language    = "en"
}

@ARTICLE{Esteva2017-ad,
  title       = "Dermatologist-level classification of skin cancer with deep
                 neural networks",
  author      = "Esteva, Andre and Kuprel, Brett and Novoa, Roberto A and Ko,
                 Justin and Swetter, Susan M and Blau, Helen M and Thrun,
                 Sebastian",
  affiliation = "Department of Electrical Engineering, Stanford University,
                 Stanford, California, USA. Department of Dermatology, Stanford
                 University, Stanford, California, USA. Department of
                 Pathology, Stanford University, Stanford, California, USA.
                 Dermatology Service, Veterans Affairs Palo Alto Health Care
                 System, Palo Alto, California, USA. Baxter Laboratory for Stem
                 Cell Biology, Department of Microbiology and Immunology,
                 Institute for Stem Cell Biology and Regenerative Medicine,
                 Stanford University, Stanford, California, USA. Department of
                 Computer Science, Stanford University, Stanford, California,
                 USA.",
  abstract    = "Skin cancer, the most common human malignancy, is primarily
                 diagnosed visually, beginning with an initial clinical
                 screening and followed potentially by dermoscopic analysis, a
                 biopsy and histopathological examination. Automated
                 classification of skin lesions using images is a challenging
                 task owing to the fine-grained variability in the appearance
                 of skin lesions. Deep convolutional neural networks (CNNs)
                 show potential for general and highly variable tasks across
                 many fine-grained object categories. Here we demonstrate
                 classification of skin lesions using a single CNN, trained
                 end-to-end from images directly, using only pixels and disease
                 labels as inputs. We train a CNN using a dataset of 129,450
                 clinical images-two orders of magnitude larger than previous
                 datasets-consisting of 2,032 different diseases. We test its
                 performance against 21 board-certified dermatologists on
                 biopsy-proven clinical images with two critical binary
                 classification use cases: keratinocyte carcinomas versus
                 benign seborrheic keratoses; and malignant melanomas versus
                 benign nevi. The first case represents the identification of
                 the most common cancers, the second represents the
                 identification of the deadliest skin cancer. The CNN achieves
                 performance on par with all tested experts across both tasks,
                 demonstrating an artificial intelligence capable of
                 classifying skin cancer with a level of competence comparable
                 to dermatologists. Outfitted with deep neural networks, mobile
                 devices can potentially extend the reach of dermatologists
                 outside of the clinic. It is projected that 6.3 billion
                 smartphone subscriptions will exist by the year 2021 (ref. 13)
                 and can therefore potentially provide low-cost universal
                 access to vital diagnostic care.",
  journal     = "Nature",
  volume      =  542,
  number      =  7639,
  pages       = "115--118",
  month       =  feb,
  year        =  2017,
  keywords    = "Caicedo CVPR 2017",
  language    = "en"
}

% The entry below contains non-ASCII chars that could not be converted
% to a LaTeX equivalent.
@ARTICLE{Kraus2017-kd,
  title       = "Automated analysis of high-content microscopy data with deep
                 learning",
  author      = "Kraus, Oren Z and Grys, Ben T and Ba, Jimmy and Chong, Yolanda
                 and Frey, Brendan J and Boone, Charles and Andrews, Brenda J",
  affiliation = "Department of Electrical and Computer Engineering, University
                 of Toronto, Toronto, ON, Canada. Donnelly Centre for Cellular
                 and Biomolecular Research, University of Toronto, Toronto, ON,
                 Canada. Department of Molecular Genetics, University of
                 Toronto, Toronto, ON, Canada. Cellular Pharmacology, Discovery
                 Sciences, Janssen Pharmaceutical Companies, Johnson \&
                 Johnson, Beerse, Belgium. Canadian Institute for Advanced
                 Research, Program on Genetic Networks, Toronto, ON, Canada.
                 Canadian Institute for Advanced Research, Program on Learning
                 in Machines \& Brains, Toronto, ON, Canada. Donnelly Centre
                 for Cellular and Biomolecular Research, University of Toronto,
                 Toronto, ON, Canada charlie.boone@utoronto.ca
                 brenda.andrews@utoronto.ca.",
  abstract    = "Existing computational pipelines for quantitative analysis of
                 high-content microscopy data rely on traditional machine
                 learning approaches that fail to accurately classify more than
                 a single dataset without substantial tuning and training,
                 requiring extensive analysis. Here, we demonstrate that the
                 application of deep learning to biological image data can
                 overcome the pitfalls associated with conventional machine
                 learning classifiers. Using a deep convolutional neural
                 network (DeepLoc) to analyze yeast cell images, we show
                 improved performance over traditional approaches in the
                 automated classification of protein subcellular localization.
                 We also demonstrate the ability of DeepLoc to classify highly
                 divergent image sets, including images of pheromone-arrested
                 cells with abnormal cellular morphology, as well as images
                 generated in different genetic backgrounds and in different
                 laboratories. We offer an open-source implementation that
                 enables updating DeepLoc on new microscopy datasets. This
                 study highlights deep learning as an important tool for the
                 expedited analysis of high-content microscopy data.",
  journal     = "Mol. Syst. Biol.",
  volume      =  13,
  number      =  4,
  pages       = "924",
  month       =  apr,
  year        =  2017,
  keywords    = "Saccharomyces cerevisiae; deep learning; highâ��content
                 screening; image analysis; machine learning;Caicedo CVPR 2017",
  language    = "en"
}

@ARTICLE{Russakovsky2015-rl,
  title     = "{ImageNet} Large Scale Visual Recognition Challenge",
  author    = "Russakovsky, Olga and Deng, Jia and Su, Hao and Krause, Jonathan
               and Satheesh, Sanjeev and Ma, Sean and Huang, Zhiheng and
               Karpathy, Andrej and Khosla, Aditya and Bernstein, Michael and
               Berg, Alexander C and Fei-Fei, Li",
  abstract  = "The ImageNet Large Scale Visual Recognition Challenge is a
               benchmark in object category classification and detection on
               hundreds of object categories and millions of images. The
               challenge has been run annually from 2010 to present, attracting
               participation from more than fifty institutions. This paper
               describes the creation of this benchmark dataset and the
               advances in object recognition that have been possible as a
               result. We discuss the challenges of collecting large-scale
               ground truth annotation, highlight key breakthroughs in
               categorical object recognition, provide a detailed analysis of
               the current state of the field of large-scale image
               classification and object detection, and compare the
               state-of-the-art computer vision accuracy with human accuracy.
               We conclude with lessons learned in the 5 years of the
               challenge, and propose future directions and improvements.",
  journal   = "Int. J. Comput. Vis.",
  publisher = "Springer US",
  volume    =  115,
  number    =  3,
  pages     = "211--252",
  month     =  dec,
  year      =  2015,
  keywords  = "Caicedo CVPR 2017",
  language  = "en"
}

@ARTICLE{Simonyan2014-lt,
  title         = "Very Deep Convolutional Networks for {Large-Scale} Image
                   Recognition",
  author        = "Simonyan, Karen and Zisserman, Andrew",
  abstract      = "In this work we investigate the effect of the convolutional
                   network depth on its accuracy in the large-scale image
                   recognition setting. Our main contribution is a thorough
                   evaluation of networks of increasing depth using an
                   architecture with very small (3x3) convolution filters,
                   which shows that a significant improvement on the prior-art
                   configurations can be achieved by pushing the depth to 16-19
                   weight layers. These findings were the basis of our ImageNet
                   Challenge 2014 submission, where our team secured the first
                   and the second places in the localisation and classification
                   tracks respectively. We also show that our representations
                   generalise well to other datasets, where they achieve
                   state-of-the-art results. We have made our two
                   best-performing ConvNet models publicly available to
                   facilitate further research on the use of deep visual
                   representations in computer vision.",
  month         =  sep,
  year          =  2014,
  keywords      = "Caicedo CVPR 2017",
  archivePrefix = "arXiv",
  primaryClass  = "cs.CV",
  eprint        = "1409.1556"
}

@inproceedings{krizhevsky2012imagenet,
  title={Imagenet classification with deep convolutional neural networks},
  author={Krizhevsky, Alex and Sutskever, Ilya and Hinton, Geoffrey E},
  booktitle={Advances in neural information processing systems},
  pages={1097--1105},
  year={2012}
}

@inproceedings{ren2015faster,
  title={Faster R-CNN: Towards real-time object detection with region proposal networks},
  author={Ren, Shaoqing and He, Kaiming and Girshick, Ross and Sun, Jian},
  booktitle={Advances in neural information processing systems},
  pages={91--99},
  year={2015}
}

@article{he2017mask,
  title={Mask r-cnn},
  author={He, Kaiming and Gkioxari, Georgia and Doll{\'a}r, Piotr and Girshick, Ross},
  journal={arXiv preprint arXiv:1703.06870},
  year={2017}
}

@article{russakovsky2015imagenet,
  title={Imagenet large scale visual recognition challenge},
  author={Russakovsky, Olga and Deng, Jia and Su, Hao and Krause, Jonathan and Satheesh, Sanjeev and Ma, Sean and Huang, Zhiheng and Karpathy, Andrej and Khosla, Aditya and Bernstein, Michael and others},
  journal={International Journal of Computer Vision},
  volume={115},
  number={3},
  pages={211--252},
  year={2015},
  publisher={Springer}
}

@inproceedings{szegedy2015going,
  title={Going deeper with convolutions},
  author={Szegedy, Christian and Liu, Wei and Jia, Yangqing and Sermanet, Pierre and Reed, Scott and Anguelov, Dragomir and Erhan, Dumitru and Vanhoucke, Vincent and Rabinovich, Andrew},
  booktitle={Proceedings of the IEEE conference on computer vision and pattern recognition},
  pages={1--9},
  year={2015}
}
@inproceedings{lin2014microsoft,
  title={Microsoft coco: Common objects in context},
  author={Lin, Tsung-Yi and Maire, Michael and Belongie, Serge and Hays, James and Perona, Pietro and Ramanan, Deva and Doll{\'a}r, Piotr and Zitnick, C Lawrence},
  booktitle={European conference on computer vision},
  pages={740--755},
  year={2014},
  organization={Springer}
}

@article{caie2010high,
  title={High-content phenotypic profiling of drug response signatures across distinct cancer cells},
  author={Caie, Peter D and Walls, Rebecca E and Ingleston-Orme, Alexandra and Daya, Sandeep and Houslay, Tom and Eagle, Rob and Roberts, Mark E and Carragher, Neil O},
  journal={Molecular cancer therapeutics},
  volume={9},
  number={6},
  pages={1913--1926},
  year={2010},
  publisher={AACR}
}

@article{wang2017chestx,
  title={ChestX-ray8: Hospital-scale Chest X-ray Database and Benchmarks on Weakly-Supervised Classification and Localization of Common Thorax Diseases},
  author={Wang, Xiaosong and Peng, Yifan and Lu, Le and Lu, Zhiyong and Bagheri, Mohammadhadi and Summers, Ronald M},
  journal={arXiv preprint arXiv:1705.02315},
  year={2017}
}

@article{vinyals2015order,
  title={Order matters: Sequence to sequence for sets},
  author={Vinyals, Oriol and Bengio, Samy and Kudlur, Manjunath},
  journal={arXiv preprint arXiv:1511.06391},
  year={2015}
}

@article{hochreiter1997long,
  title={Long short-term memory},
  author={Hochreiter, Sepp and Schmidhuber, J{\"u}rgen},
  journal={Neural computation},
  volume={9},
  number={8},
  pages={1735--1780},
  year={1997},
  publisher={MIT Press}
}

@inproceedings{graves2013speech,
  title={Speech recognition with deep recurrent neural networks},
  author={Graves, Alex and Mohamed, Abdel-rahman and Hinton, Geoffrey},
  booktitle={Acoustics, speech and signal processing (icassp), 2013 ieee international conference on},
  pages={6645--6649},
  year={2013},
  organization={IEEE}
}

@inproceedings{chen2015webly,
  title={Webly supervised learning of convolutional networks},
  author={Chen, Xinlei and Gupta, Abhinav},
  booktitle={Proceedings of the IEEE International Conference on Computer Vision},
  pages={1431--1439},
  year={2015}
}

@inproceedings{joulin2016learning,
  title={Learning visual features from large weakly supervised data},
  author={Joulin, Armand and van der Maaten, Laurens and Jabri, Allan and Vasilache, Nicolas},
  booktitle={European Conference on Computer Vision},
  pages={67--84},
  year={2016},
  organization={Springer}
}

@article{gross2017hard,
  title={Hard Mixtures of Experts for Large Scale Weakly Supervised Vision},
  author={Gross, Sam and Ranzato, Marc'Aurelio and Szlam, Arthur},
  journal={arXiv preprint arXiv:1704.06363},
  year={2017}
}

@article{huang2017simultaneous,
  title={Simultaneous Super-Resolution and Cross-Modality Synthesis of 3D Medical Images using Weakly-Supervised Joint Convolutional Sparse Coding},
  author={Huang, Yawen and Shao, Ling and Frangi, Alejandro F},
  journal={arXiv preprint arXiv:1705.02596},
  year={2017}
}

@article{goldsborough2017cytogan,
  title={CytoGAN: Generative Modeling of Cell Images},
  author={Goldsborough, Peter and Pawlowski, Nick and Caicedo, Juan C and Singh, Shantanu and Carpenter, Anne},
  journal={bioRxiv},
  pages={227645},
  year={2017},
  publisher={Cold Spring Harbor Laboratory}
}

@article{zhang2016understanding,
  title={Understanding deep learning requires rethinking generalization},
  author={Zhang, Chiyuan and Bengio, Samy and Hardt, Moritz and Recht, Benjamin and Vinyals, Oriol},
  journal={arXiv preprint arXiv:1611.03530},
  year={2016}
}
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INTEGERS { output.state before.all mid.sentence after.sentence after.block }

FUNCTION {init.state.consts}
{ #0 'before.all :=
  #1 'mid.sentence :=
  #2 'after.sentence :=
  #3 'after.block :=
}

STRINGS { s t }

FUNCTION {output.nonnull}
{ 's :=
  output.state mid.sentence =
    { ", " * write$ }
    { output.state after.block =
 { add.period$ write$
   newline$
   "\newblock " write$
 }
 { output.state before.all =
     'write$
     { add.period$ " " * write$ }
   if$
 }
      if$
      mid.sentence 'output.state :=
    }
  if$
  s
}

FUNCTION {output}
{ duplicate$ empty$
    'pop$
    'output.nonnull
  if$
}

FUNCTION {output.check}
{ 't :=
  duplicate$ empty$
    { pop$ "empty " t * " in " * cite$ * warning$ }
    'output.nonnull
  if$
}

FUNCTION {output.bibitem}
{ newline$
  "\bibitem{" write$
  cite$ write$
  "}" write$
  newline$
  ""
  before.all 'output.state :=
}

FUNCTION {fin.entry}
{ add.period$
  write$
  newline$
}

FUNCTION {new.block}
{ output.state before.all =
    'skip$
    { after.block 'output.state := }
  if$
}

FUNCTION {new.sentence}
{ output.state after.block =
    'skip$
    { output.state before.all =
 'skip$
 { after.sentence 'output.state := }
      if$
    }
  if$
}

FUNCTION {not}
{   { #0 }
    { #1 }
  if$
}

FUNCTION {and}
{   'skip$
    { pop$ #0 }
  if$
}

FUNCTION {or}
{   { pop$ #1 }
    'skip$
  if$
}

FUNCTION {new.block.checka}
{ empty$
    'skip$
    'new.block
  if$
}

FUNCTION {new.block.checkb}
{ empty$
  swap$ empty$
  and
    'skip$
    'new.block
  if$
}

FUNCTION {new.sentence.checka}
{ empty$
    'skip$
    'new.sentence
  if$
}

FUNCTION {new.sentence.checkb}
{ empty$
  swap$ empty$
  and
    'skip$
    'new.sentence
  if$
}

FUNCTION {field.or.null}
{ duplicate$ empty$
    { pop$ "" }
    'skip$
  if$
}

FUNCTION {emphasize}
{ duplicate$ empty$
    { pop$ "" }
    { "{\em " swap$ * "}" * }
  if$
}

INTEGERS { nameptr namesleft numnames }

FUNCTION {format.names}
{ 's :=
  #1 'nameptr :=
  s num.names$ 'numnames :=
  numnames 'namesleft :=
    { namesleft #0 > }
    { s nameptr "{f.~}{vv~}{ll}{, jj}" format.name$ 't :=
      nameptr #1 >
 { namesleft #1 >
     { ", " * t * }
     { numnames #2 >
  { "," * }
  'skip$
       if$
       t "others" =
  { " et~al." * }
  { " and " * t * }
       if$
     }
   if$
 }
 't
      if$
      nameptr #1 + 'nameptr :=

      namesleft #1 - 'namesleft :=
    }
  while$
}

FUNCTION {format.authors}
{ author empty$
    { "" }
    { author format.names }
  if$
}

FUNCTION {format.editors}
{ editor empty$
    { "" }
    { editor format.names
      editor num.names$ #1 >
 { ", editors" * }
 { ", editor" * }
      if$
    }
  if$
}

FUNCTION {format.title}
{ title empty$
    { "" }
    { title "t" change.case$ }
  if$
}

FUNCTION {n.dashify}
{ 't :=
  ""
    { t empty$ not }
    { t #1 #1 substring$ "-" =
 { t #1 #2 substring$ "--" = not
     { "--" *
       t #2 global.max$ substring$ 't :=
     }
     {   { t #1 #1 substring$ "-" = }
  { "-" *
    t #2 global.max$ substring$ 't :=
  }
       while$
     }
   if$
 }
 { t #1 #1 substring$ *
   t #2 global.max$ substring$ 't :=
 }
      if$
    }
  while$
}

FUNCTION {format.date}
{ year empty$
    { month empty$
 { "" }
 { "there's a month but no year in " cite$ * warning$
   month
 }
      if$
    }
    { month empty$
 'year
 { month " " * year * }
      if$
    }
  if$
}

FUNCTION {format.btitle}
{ title emphasize
}

FUNCTION {tie.or.space.connect}
{ duplicate$ text.length$ #3 <
    { "~" }
    { " " }
  if$
  swap$ * *
}

FUNCTION {either.or.check}
{ empty$
    'pop$
    { "can't use both " swap$ * " fields in " * cite$ * warning$ }
  if$
}

FUNCTION {format.bvolume}
{ volume empty$
    { "" }
    { "volume" volume tie.or.space.connect
      series empty$
 'skip$
 { " of " * series emphasize * }
      if$
      "volume and number" number either.or.check
    }
  if$
}

FUNCTION {format.number.series}
{ volume empty$
    { number empty$
 { series field.or.null }
 { output.state mid.sentence =
     { "number" }
     { "Number" }
   if$
   number tie.or.space.connect
   series empty$
     { "there's a number but no series in " cite$ * warning$ }
     { " in " * series * }
   if$
 }
      if$
    }
    { "" }
  if$
}

FUNCTION {format.edition}
{ edition empty$
    { "" }
    { output.state mid.sentence =
 { edition "l" change.case$ " edition" * }
 { edition "t" change.case$ " edition" * }
      if$
    }
  if$
}

INTEGERS { multiresult }

FUNCTION {multi.page.check}
{ 't :=
  #0 'multiresult :=
    { multiresult not
      t empty$ not
      and
    }
    { t #1 #1 substring$
      duplicate$ "-" =
      swap$ duplicate$ "," =
      swap$ "+" =
      or or
 { #1 'multiresult := }
 { t #2 global.max$ substring$ 't := }
      if$
    }
  while$
  multiresult
}

FUNCTION {format.pages}
{ pages empty$
    { "" }
    { pages multi.page.check
 { "pages" pages n.dashify tie.or.space.connect }
 { "page" pages tie.or.space.connect }
      if$
    }
  if$
}

FUNCTION {format.vol.num.pages}
{ volume field.or.null
  number empty$
    'skip$
    { "(" number * ")" * *
      volume empty$
 { "there's a number but no volume in " cite$ * warning$ }
 'skip$
      if$
    }
  if$
  pages empty$
    'skip$
    { duplicate$ empty$
 { pop$ format.pages }
 { ":" * pages n.dashify * }
      if$
    }
  if$
}

FUNCTION {format.chapter.pages}
{ chapter empty$
    'format.pages
    { type empty$
 { "chapter" }
 { type "l" change.case$ }
      if$
      chapter tie.or.space.connect
      pages empty$
 'skip$
 { ", " * format.pages * }
      if$
    }
  if$
}

FUNCTION {format.in.ed.booktitle}
{ booktitle empty$
    { "" }
    { editor empty$
 { "In " booktitle emphasize * }
 { "In " format.editors * ", " * booktitle emphasize * }
      if$
    }
  if$
}

FUNCTION {empty.misc.check}

{ author empty$ title empty$ howpublished empty$
  month empty$ year empty$ note empty$
  and and and and and
  key empty$ not and
    { "all relevant fields are empty in " cite$ * warning$ }
    'skip$
  if$
}

FUNCTION {format.thesis.type}
{ type empty$
    'skip$
    { pop$
      type "t" change.case$
    }
  if$
}

FUNCTION {format.tr.number}
{ type empty$
    { "Technical Report" }
    'type
  if$
  number empty$
    { "t" change.case$ }
    { number tie.or.space.connect }
  if$
}

FUNCTION {format.article.crossref}
{ key empty$
    { journal empty$
 { "need key or journal for " cite$ * " to crossref " * crossref *
   warning$
   ""
 }
 { "In {\em " journal * "\/}" * }
      if$
    }
    { "In " key * }
  if$
  " \cite{" * crossref * "}" *
}

FUNCTION {format.crossref.editor}
{ editor #1 "{vv~}{ll}" format.name$
  editor num.names$ duplicate$
  #2 >
    { pop$ " et~al." * }
    { #2 <
 'skip$
 { editor #2 "{ff }{vv }{ll}{ jj}" format.name$ "others" =
     { " et~al." * }
     { " and " * editor #2 "{vv~}{ll}" format.name$ * }
   if$
 }
      if$
    }
  if$
}

FUNCTION {format.book.crossref}
{ volume empty$
    { "empty volume in " cite$ * "'s crossref of " * crossref * warning$
      "In "
    }
    { "Volume" volume tie.or.space.connect
      " of " *
    }
  if$
  editor empty$
  editor field.or.null author field.or.null =
  or
    { key empty$
 { series empty$
     { "need editor, key, or series for " cite$ * " to crossref " *
       crossref * warning$
       "" *
     }
     { "{\em " * series * "\/}" * }
   if$
 }
 { key * }
      if$
    }
    { format.crossref.editor * }
  if$
  " \cite{" * crossref * "}" *
}

FUNCTION {format.incoll.inproc.crossref}
{ editor empty$
  editor field.or.null author field.or.null =
  or
    { key empty$
 { booktitle empty$
     { "need editor, key, or booktitle for " cite$ * " to crossref " *
       crossref * warning$
       ""
     }
     { "In {\em " booktitle * "\/}" * }
   if$
 }
 { "In " key * }
      if$
    }
    { "In " format.crossref.editor * }
  if$
  " \cite{" * crossref * "}" *
}

FUNCTION {article}
{ output.bibitem
  format.authors "author" output.check
  new.block
  format.title "title" output.check
  new.block
  crossref missing$
    { journal emphasize "journal" output.check
      format.vol.num.pages output
      format.date "year" output.check
    }
    { format.article.crossref output.nonnull
      format.pages output
    }
  if$
  new.block
  note output
  fin.entry
}

FUNCTION {book}
{ output.bibitem
  author empty$
    { format.editors "author and editor" output.check }
    { format.authors output.nonnull
      crossref missing$
 { "author and editor" editor either.or.check }
 'skip$
      if$
    }
  if$
  new.block
  format.btitle "title" output.check
  crossref missing$
    { format.bvolume output
      new.block
      format.number.series output
      new.sentence
      publisher "publisher" output.check
      address output
    }
    { new.block
      format.book.crossref output.nonnull
    }
  if$
  format.edition output
  format.date "year" output.check
  new.block
  note output
  fin.entry
}

FUNCTION {booklet}
{ output.bibitem
  format.authors output
  new.block
  format.title "title" output.check
  howpublished address new.block.checkb
  howpublished output
  address output
  format.date output
  new.block
  note output
  fin.entry
}

FUNCTION {inbook}
{ output.bibitem
  author empty$
    { format.editors "author and editor" output.check }
    { format.authors output.nonnull

      crossref missing$
 { "author and editor" editor either.or.check }
 'skip$
      if$
    }
  if$
  new.block
  format.btitle "title" output.check
  crossref missing$
    { format.bvolume output
      format.chapter.pages "chapter and pages" output.check
      new.block
      format.number.series output
      new.sentence
      publisher "publisher" output.check
      address output
    }
    { format.chapter.pages "chapter and pages" output.check
      new.block
      format.book.crossref output.nonnull
    }
  if$
  format.edition output
  format.date "year" output.check
  new.block
  note output
  fin.entry
}

FUNCTION {incollection}
{ output.bibitem
  format.authors "author" output.check
  new.block
  format.title "title" output.check
  new.block
  crossref missing$
    { format.in.ed.booktitle "booktitle" output.check
      format.bvolume output
      format.number.series output
      format.chapter.pages output
      new.sentence
      publisher "publisher" output.check
      address output
      format.edition output
      format.date "year" output.check
    }
    { format.incoll.inproc.crossref output.nonnull
      format.chapter.pages output
    }
  if$
  new.block
  note output
  fin.entry
}

FUNCTION {inproceedings}
{ output.bibitem
  format.authors "author" output.check
  new.block
  format.title "title" output.check
  new.block
  crossref missing$
    { format.in.ed.booktitle "booktitle" output.check
      format.bvolume output
      format.number.series output
      format.pages output
      address empty$
 { organization publisher new.sentence.checkb
   organization output
   publisher output
   format.date "year" output.check
 }
 { address output.nonnull
   format.date "year" output.check
   new.sentence
   organization output
   publisher output
 }
      if$
    }
    { format.incoll.inproc.crossref output.nonnull
      format.pages output
    }
  if$
  new.block
  note output
  fin.entry
}

FUNCTION {conference} { inproceedings }

FUNCTION {manual}
{ output.bibitem
  author empty$
    { organization empty$
 'skip$
 { organization output.nonnull
   address output
 }
      if$
    }
    { format.authors output.nonnull }
  if$
  new.block
  format.btitle "title" output.check
  author empty$
    { organization empty$
 { address new.block.checka
   address output
 }
 'skip$
      if$
    }
    { organization address new.block.checkb
      organization output
      address output
    }
  if$
  format.edition output
  format.date output
  new.block
  note output
  fin.entry
}

FUNCTION {mastersthesis}
{ output.bibitem
  format.authors "author" output.check
  new.block
  format.title "title" output.check
  new.block
  "Master's thesis" format.thesis.type output.nonnull
  school "school" output.check
  address output
  format.date "year" output.check
  new.block
  note output
  fin.entry
}

FUNCTION {misc}
{ output.bibitem
  format.authors output
  title howpublished new.block.checkb
  format.title output
  howpublished new.block.checka
  howpublished output
  format.date output
  new.block
  note output
  fin.entry
  empty.misc.check
}

FUNCTION {phdthesis}
{ output.bibitem
  format.authors "author" output.check
  new.block
  format.btitle "title" output.check
  new.block
  "PhD thesis" format.thesis.type output.nonnull
  school "school" output.check
  address output
  format.date "year" output.check
  new.block
  note output
  fin.entry
}

FUNCTION {proceedings}
{ output.bibitem
  editor empty$
    { organization output }
    { format.editors output.nonnull }

  if$
  new.block
  format.btitle "title" output.check
  format.bvolume output
  format.number.series output
  address empty$
    { editor empty$
 { publisher new.sentence.checka }
 { organization publisher new.sentence.checkb
   organization output
 }
      if$
      publisher output
      format.date "year" output.check
    }
    { address output.nonnull
      format.date "year" output.check
      new.sentence
      editor empty$
 'skip$
 { organization output }
      if$
      publisher output
    }
  if$
  new.block
  note output
  fin.entry
}

FUNCTION {techreport}
{ output.bibitem
  format.authors "author" output.check
  new.block
  format.title "title" output.check
  new.block
  format.tr.number output.nonnull
  institution "institution" output.check
  address output
  format.date "year" output.check
  new.block
  note output
  fin.entry
}

FUNCTION {unpublished}
{ output.bibitem
  format.authors "author" output.check
  new.block
  format.title "title" output.check
  new.block
  note "note" output.check
  format.date output
  fin.entry
}

FUNCTION {default.type} { misc }

MACRO {jan} {"Jan."}

MACRO {feb} {"Feb."}

MACRO {mar} {"Mar."}

MACRO {apr} {"Apr."}

MACRO {may} {"May"}

MACRO {jun} {"June"}

MACRO {jul} {"July"}

MACRO {aug} {"Aug."}

MACRO {sep} {"Sept."}

MACRO {oct} {"Oct."}

MACRO {nov} {"Nov."}

MACRO {dec} {"Dec."}

MACRO {acmcs} {"ACM Comput. Surv."}

MACRO {acta} {"Acta Inf."}

MACRO {cacm} {"Commun. ACM"}

MACRO {ibmjrd} {"IBM J. Res. Dev."}

MACRO {ibmsj} {"IBM Syst.~J."}

MACRO {ieeese} {"IEEE Trans. Softw. Eng."}

MACRO {ieeetc} {"IEEE Trans. Comput."}

MACRO {ieeetcad}
 {"IEEE Trans. Comput.-Aided Design Integrated Circuits"}

MACRO {ipl} {"Inf. Process. Lett."}

MACRO {jacm} {"J.~ACM"}

MACRO {jcss} {"J.~Comput. Syst. Sci."}

MACRO {scp} {"Sci. Comput. Programming"}

MACRO {sicomp} {"SIAM J. Comput."}

MACRO {tocs} {"ACM Trans. Comput. Syst."}

MACRO {tods} {"ACM Trans. Database Syst."}

MACRO {tog} {"ACM Trans. Gr."}

MACRO {toms} {"ACM Trans. Math. Softw."}

MACRO {toois} {"ACM Trans. Office Inf. Syst."}

MACRO {toplas} {"ACM Trans. Prog. Lang. Syst."}

MACRO {tcs} {"Theoretical Comput. Sci."}

READ

FUNCTION {sortify}
{ purify$
  "l" change.case$
}

INTEGERS { len }

FUNCTION {chop.word}
{ 's :=
  'len :=
  s #1 len substring$ =
    { s len #1 + global.max$ substring$ }
    's
  if$
}

FUNCTION {sort.format.names}
{ 's :=
  #1 'nameptr :=
  ""
  s num.names$ 'numnames :=
  numnames 'namesleft :=
    { namesleft #0 > }
    { nameptr #1 >
 { "   " * }
 'skip$
      if$
      s nameptr "{vv{ } }{ll{ }}{  f{ }}{  jj{ }}" format.name$ 't :=
      nameptr numnames = t "others" = and
 { "et al" * }
 { t sortify * }
      if$
      nameptr #1 + 'nameptr :=
      namesleft #1 - 'namesleft :=
    }
  while$
}

FUNCTION {sort.format.title}
{ 't :=
  "A " #2
    "An " #3
      "The " #4 t chop.word
    chop.word
  chop.word
  sortify
  #1 global.max$ substring$
}

FUNCTION {author.sort}
{ author empty$
    { key empty$
 { "to sort, need author or key in " cite$ * warning$
   ""
 }
 { key sortify }
      if$
    }
    { author sort.format.names }
  if$
}

FUNCTION {author.editor.sort}
{ author empty$
    { editor empty$
 { key empty$
     { "to sort, need author, editor, or key in " cite$ * warning$
       ""
     }
     { key sortify }
   if$
 }
 { editor sort.format.names }
      if$
    }
    { author sort.format.names }
  if$
}

FUNCTION {author.organization.sort}
{ author empty$

    { organization empty$
 { key empty$
     { "to sort, need author, organization, or key in " cite$ * warning$
       ""
     }
     { key sortify }
   if$
 }
 { "The " #4 organization chop.word sortify }
      if$
    }
    { author sort.format.names }
  if$
}

FUNCTION {editor.organization.sort}
{ editor empty$
    { organization empty$
 { key empty$
     { "to sort, need editor, organization, or key in " cite$ * warning$
       ""
     }
     { key sortify }
   if$
 }
 { "The " #4 organization chop.word sortify }
      if$
    }
    { editor sort.format.names }
  if$
}

FUNCTION {presort}
{ type$ "book" =
  type$ "inbook" =
  or
    'author.editor.sort
    { type$ "proceedings" =
 'editor.organization.sort
 { type$ "manual" =
     'author.organization.sort
     'author.sort
   if$
 }
      if$
    }
  if$
  "    "
  *
  year field.or.null sortify
  *
  "    "
  *
  title field.or.null
  sort.format.title
  *
  #1 entry.max$ substring$
  'sort.key$ :=
}

ITERATE {presort}

SORT

STRINGS { longest.label }

INTEGERS { number.label longest.label.width }

FUNCTION {initialize.longest.label}
{ "" 'longest.label :=
  #1 'number.label :=
  #0 'longest.label.width :=
}

FUNCTION {longest.label.pass}
{ number.label int.to.str$ 'label :=
  number.label #1 + 'number.label :=
  label width$ longest.label.width >
    { label 'longest.label :=
      label width$ 'longest.label.width :=
    }
    'skip$
  if$
}

EXECUTE {initialize.longest.label}

ITERATE {longest.label.pass}

FUNCTION {begin.bib}
{ preamble$ empty$
    'skip$
    { preamble$ write$ newline$ }
  if$
  "\begin{thebibliography}{"  longest.label  * "}" *
  "\itemsep=-1pt" * % Compact the entries a little.
  write$ newline$
}

EXECUTE {begin.bib}

EXECUTE {init.state.consts}

ITERATE {call.type$}

FUNCTION {end.bib}
{ newline$
  "\end{thebibliography}" write$ newline$
}

EXECUTE {end.bib}

% end of file ieee.bst
% ---------------------------------------------------------------







eso-pic.sty
%%
%% This is file `eso-pic.sty',
%% generated with the docstrip utility.
%%
%% The original source files were:
%%
%% eso-pic.dtx  (with options: `package')
%% 
%% This is a generated file.
%% 
%% Copyright (C) 1998-2002 by Rolf Niepraschk <niepraschk@ptb.de>
%% 
%% This file may be distributed and/or modified under the conditions of
%% the LaTeX Project Public License, either version 1.2 of this license
%% or (at your option) any later version.  The latest version of this
%% license is in:
%% 
%%    http://www.latex-project.org/lppl.txt
%% 
%% and version 1.2 or later is part of all distributions of LaTeX version
%% 1999/12/01 or later.
%% 
\NeedsTeXFormat{LaTeX2e}[1999/12/01]
\ProvidesPackage{eso-pic}
   [2002/11/16 v1.1b eso-pic (RN)]
\input{cvpr_eso.sty}
\newcommand\LenToUnit[1]{#1\@gobble}

\newcommand\AtPageUpperLeft[1]{%
  \begingroup
    \@tempdima=0pt\relax\@tempdimb=\ESO@yoffsetI\relax
    \put(\LenToUnit{\@tempdima},\LenToUnit{\@tempdimb}){#1}%
  \endgroup
}
\newcommand\AtPageLowerLeft[1]{\AtPageUpperLeft{%
  \put(0,\LenToUnit{-\paperheight}){#1}}}
\newcommand\AtPageCenter[1]{\AtPageUpperLeft{%
  \put(\LenToUnit{.5\paperwidth},\LenToUnit{-.5\paperheight}){#1}}%
}
\newcommand\AtTextUpperLeft[1]{%
  \begingroup
    \setlength\@tempdima{1in}%
    \ifodd\c@page%
      \advance\@tempdima\oddsidemargin%
    \else%
      \advance\@tempdima\evensidemargin%
    \fi%
    \@tempdimb=\ESO@yoffsetI\relax\advance\@tempdimb-1in\relax%
    \advance\@tempdimb-\topmargin%
    \advance\@tempdimb-\headheight\advance\@tempdimb-\headsep%
    \put(\LenToUnit{\@tempdima},\LenToUnit{\@tempdimb}){#1}%
  \endgroup
}
\newcommand\AtTextLowerLeft[1]{\AtTextUpperLeft{%
  \put(0,\LenToUnit{-\textheight}){#1}}}
\newcommand\AtTextCenter[1]{\AtTextUpperLeft{%
  \put(\LenToUnit{.5\textwidth},\LenToUnit{-.5\textheight}){#1}}}
\newcommand{\ESO@HookI}{} \newcommand{\ESO@HookII}{}
\newcommand{\ESO@HookIII}{}
\newcommand{\AddToShipoutPicture}{%
  \@ifstar{\g@addto@macro\ESO@HookII}{\g@addto@macro\ESO@HookI}}
\newcommand{\ClearShipoutPicture}{\global\let\ESO@HookI\@empty}
\newcommand\ESO@isMEMOIR[1]{}
\@ifclassloaded{memoir}{\renewcommand\ESO@isMEMOIR[1]{#1}}{}
\newcommand{\@ShipoutPicture}{%
  \bgroup
    \@tempswafalse%
    \ifx\ESO@HookI\@empty\else\@tempswatrue\fi%
    \ifx\ESO@HookII\@empty\else\@tempswatrue\fi%
    \ifx\ESO@HookIII\@empty\else\@tempswatrue\fi%
    \if@tempswa%
      \@tempdima=1in\@tempdimb=-\@tempdima%
      \advance\@tempdimb\ESO@yoffsetI%
      \ESO@isMEMOIR{%
        \advance\@tempdima\trimedge%
        \advance\@tempdima\paperwidth%
        \advance\@tempdima-\stockwidth%
        \if@twoside\ifodd\c@page\else%
          \advance\@tempdima-2\trimedge%
          \advance\@tempdima-\paperwidth%
          \advance\@tempdima\stockwidth%
        \fi\fi%
        \advance\@tempdimb\trimtop}%
      \unitlength=1pt%
      \global\setbox\@cclv\vbox{%
        \vbox{\let\protect\relax
          \pictur@(0,0)(\strip@pt\@tempdima,\strip@pt\@tempdimb)%
            \ESO@HookIII\ESO@HookI\ESO@HookII%
            \global\let\ESO@HookII\@empty%
          \endpicture}%
          \nointerlineskip%
        \box\@cclv}%
    \fi
  \egroup
}
\EveryShipout{\@ShipoutPicture}
\RequirePackage{keyval}
\newif\ifESO@dvips\ESO@dvipsfalse \newif\ifESO@grid\ESO@gridfalse
\newif\ifESO@texcoord\ESO@texcoordfalse
\newcommand*\ESO@gridunitname{}
\newcommand*\ESO@gridunit{}
\newcommand*\ESO@labelfactor{}
\newcommand*\ESO@griddelta{}\newcommand*\ESO@griddeltaY{}
\newcommand*\ESO@gridDelta{}\newcommand*\ESO@gridDeltaY{}
\newcommand*\ESO@gridcolor{}
\newcommand*\ESO@subgridcolor{}
\newcommand*\ESO@subgridstyle{dotted}% ???
\newcommand*\ESO@gap{}
\newcommand*\ESO@yoffsetI{}\newcommand*\ESO@yoffsetII{}
\newcommand*\ESO@gridlines{\thinlines}
\newcommand*\ESO@subgridlines{\thinlines}
\newcommand*\ESO@hline[1]{\ESO@subgridlines\line(1,0){#1}}
\newcommand*\ESO@vline[1]{\ESO@subgridlines\line(0,1){#1}}
\newcommand*\ESO@Hline[1]{\ESO@gridlines\line(1,0){#1}}
\newcommand*\ESO@Vline[1]{\ESO@gridlines\line(0,1){#1}}
\newcommand\ESO@fcolorbox[4][]{\fbox{#4}}
\newcommand\ESO@color[1]{}
\newcommand\ESO@colorbox[3][]{%
  \begingroup
    \fboxrule=0pt\fbox{#3}%
  \endgroup
}
\newcommand\gridSetup[6][]{%
  \edef\ESO@gridunitname{#1}\edef\ESO@gridunit{#2}
  \edef\ESO@labelfactor{#3}\edef\ESO@griddelta{#4}
  \edef\ESO@gridDelta{#5}\edef\ESO@gap{#6}}
\define@key{ESO}{texcoord}[true]{\csname ESO@texcoord#1\endcsname}
\define@key{ESO}{pscoord}[true]{\csname @tempswa#1\endcsname
  \if@tempswa\ESO@texcoordfalse\else\ESO@texcoordtrue\fi}
\define@key{ESO}{dvips}[true]{\csname ESO@dvips#1\endcsname}
\define@key{ESO}{grid}[true]{\csname ESO@grid#1\endcsname
  \setkeys{ESO}{gridcolor=black,subgridcolor=black}}
\define@key{ESO}{colorgrid}[true]{\csname ESO@grid#1\endcsname
  \setkeys{ESO}{gridcolor=red,subgridcolor=green}}
\define@key{ESO}{gridcolor}{\def\ESO@gridcolor{#1}}
\define@key{ESO}{subgridcolor}{\def\ESO@subgridcolor{#1}}
\define@key{ESO}{subgridstyle}{\def\ESO@subgridstyle{#1}}%
\define@key{ESO}{gridunit}{%
  \def\@tempa{#1}
  \def\@tempb{bp}
  \ifx\@tempa\@tempb
    \gridSetup[\@tempa]{1bp}{1}{10}{50}{2}
  \else
    \def\@tempb{pt}
    \ifx\@tempa\@tempb
      \gridSetup[\@tempa]{1pt}{1}{10}{50}{2}
    \else
      \def\@tempb{in}
      \ifx\@tempa\@tempb
        \gridSetup[\@tempa]{.1in}{.1}{2}{10}{.5}
      \else
        \gridSetup[mm]{1mm}{1}{5}{20}{1}
      \fi
    \fi
  \fi
}
\setkeys{ESO}{subgridstyle=solid,pscoord=true,gridunit=mm}
\def\ProcessOptionsWithKV#1{%
  \let\@tempc\@empty
  \@for\CurrentOption:=\@classoptionslist\do{%
    \@ifundefined{KV@#1@\CurrentOption}%
    {}{\edef\@tempc{\@tempc,\CurrentOption,}}}%
  \edef\@tempc{%
    \noexpand\setkeys{#1}{\@tempc\@ptionlist{\@currname.\@currext}}}%
  \@tempc
  \AtEndOfPackage{\let\@unprocessedoptions\relax}}%
\ProcessOptionsWithKV{ESO}%
\newcommand\ESO@div[2]{%
  \@tempdima=#1\relax\@tempdimb=\ESO@gridunit\relax
  \@tempdimb=#2\@tempdimb\divide\@tempdima by \@tempdimb%
  \@tempcnta\@tempdima\advance\@tempcnta\@ne}
\AtBeginDocument{%
  \IfFileExists{color.sty}
  {%
    \RequirePackage{color}
    \let\ESO@color=\color\let\ESO@colorbox=\colorbox
    \let\ESO@fcolorbox=\fcolorbox
  }{}
  \@ifundefined{Gin@driver}{}%
  {%
    \ifx\Gin@driver\@empty\else%
      \filename@parse{\Gin@driver}\def\reserved@a{dvips}%
      \ifx\filename@base\reserved@a\ESO@dvipstrue\fi%
    \fi
  }%
  \ifx\pdfoutput\undefined\else
    \ifx\pdfoutput\relax\else
      \ifcase\pdfoutput\else
        \ESO@dvipsfalse%
      \fi
    \fi
  \fi
  \ifESO@dvips\def\@tempb{eepic}\else\def\@tempb{epic}\fi
  \def\@tempa{dotted}%\def\ESO@gap{\LenToUnit{6\@wholewidth}}%
  \ifx\@tempa\ESO@subgridstyle
    \IfFileExists{\@tempb.sty}%
    {%
      \RequirePackage{\@tempb}
      \renewcommand*\ESO@hline[1]{\ESO@subgridlines\dottedline{\ESO@gap}%
        (0,0)(##1,0)}
      \renewcommand*\ESO@vline[1]{\ESO@subgridlines\dottedline{\ESO@gap}%
        (0,0)(0,##1)}
    }{}
  \else
    \ifx\ESO@gridcolor\ESO@subgridcolor%
      \renewcommand*\ESO@gridlines{\thicklines}
    \fi
  \fi
}
\ifESO@texcoord
  \def\ESO@yoffsetI{0pt}\def\ESO@yoffsetII{-\paperheight}
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%%%%%%%%% ABSTRACT
\begin{abstract}

We study the problem of learning representations for single cells in microscopy images to discover biological relationships between their experimental conditions. Many new applications in drug discovery and functional genomics require capturing the morphology of individual cells as comprehensively as possible. Deep convolutional neural networks (CNNs) can learn powerful visual representations, but require ground truth for training; this is rarely available in biomedical profiling experiments. While we do not know which experimental treatments produce cells that look alike, we do know that cells exposed to the same experimental treatment should generally look similar. Thus, we explore training CNNs using a weakly supervised approach that uses this information for feature learning. In addition, the training stage is regularized to control for unwanted variations using \emph{mixup} or RNNs. We conduct experiments on two different datasets; the proposed approach yields single-cell embeddings that are more accurate than the widely adopted classical features, and are competitive with previously proposed transfer learning approaches.

\end{abstract}

%%%%%%%%% BODY TEXT
\section{Introduction}

Steady progress in automated microscopy makes it possible to study cell biology at a large scale. Experiments that were done using a single pipette before can now be replicated thousands of times using robots, targeting different experimental conditions to understand the effect of chemical compounds or the function of genes \cite{Mattiazzi_Usaj2016-fb}. Key to the process is the automatic analysis of microscopy images, which quantifies the effect of treatments and reports relevant biological changes observed at the single-cell level. An effective computer vision system can have tremendous impact in the future of health care, including more efficient drug discovery cycles, and the design of personalized genetic treatments \cite{Caicedo2016-kf}.

The automated analysis of microscopy images has been increasingly adopted by the pharmaceutical industry and thousands of biological laboratories around the world. However, the predominant approach is based on classical image processing to extract low-level features of cells. This presents two main challenges: 1) low-level features are susceptible to various types of noise and artifacts commonly present in biological experiments, being potentially biased by undesired effects and thus confounding the conclusions of a study. 2) It is unlikely that these features can detect all relevant biological properties captured by automated microscopes. With a large number of experimental conditions, the differences in cell morphology may become very subtle, and a potentially effective treatment for a disease may be missed if the vision system lacks sensitivity.

Learning representations of cells using deep neural networks may improve the quality and sensitivity of the signal measured in biological experiments. Learning representations is at the core of recent breakthroughs in computer vision \cite{krizhevsky2012imagenet, ren2015faster, he2017mask}, with two aspects contributing to these advances: 1) the availability of carefully annotated image databases \cite{russakovsky2015imagenet,lin2014microsoft}, and 2) the design of novel neural network architectures \cite{He2015-ib,szegedy2015going}. In image-based profiling experiments, while we build on top of state-of-the-art architectures to design a solution, we face the challenge of having large image collections with very few or no ground truth annotations at all.

To overcome this challenge, we propose to train deep convolutional neural networks (CNNs) based on a weakly supervised approach that leverages the structure of biological experiments. Specifically, we use replicates of the same treatment condition as labels for learning a classification network, assuming that they ought to yield cells with similar features. Then, we discard the classifier and keep the learned features to investigate treatment similarities in a downstream analysis. This task is analogous to training a CNN for face recognition among a large number of people, and then using the learned representation to statistically identify family members in the population.

Given the high learning capacity of CNNs \cite{zhang2016understanding}, weak labels may pose the risk of fitting experimental noise, which can bias or corrupt similarity measurements. To illustrate the problem, the feature vectors of two people might be more similar because they tend to appear in outdoor scenes more often, instead of scoring high similarity because of their facial traits. To prevent this, we evaluate two simple regularization techniques to try to control the variation of known sources of noise during the training stage.

We conduct extensive experiments with the proposed regularization strategies for training CNNs using weak labels, and evaluate the quality of the resulting features in downstream statistical analysis tasks. Our experiments were conducted on two different datasets comprising about half a million cells each, and imaged with different fluorescence techniques. The networks learned with the proposed strategies generate feature embeddings that better capture variations in cell state, as needed for downstream analysis of cell populations. The results show that our approach is an effective strategy for extracting more information from single cells than baseline approaches, yielding competitive results in a chemical screen benchmark, and improving performance in a more challenging genetic screen.

The contributions of this work are:
\begin{itemize}
\item A weakly supervised framework to train CNNs for learning representations of single cells in large scale biological experiments.
\item The evaluation of two regularization strategies to control the learning capacity of CNNs in a weakly supervised setting. The choice of these regularizers is based on the need to control unwanted variations from batches and artifacts.
\item An experimental evaluation on two datasets: a publicly available chemical screen to predict the mechanism of drugs; and a new collection of genetic perturbations with cancer associated mutations. We release the new data together with code to reproduce and extend our research.
\end{itemize}

\section{Related Work}

Weakly supervised learning is actively investigated in the vision community, given the large amounts of unlabeled data in the web. The approach has been evaluated for learning representations from Internet scale image collections \cite{chen2015webly,joulin2016learning,gross2017hard} as well as for the analysis of biomedical images \cite{wang2017chestx,huang2017simultaneous}. These techniques usually deal with multi-tag noisy annotations, and adapt the loss function and training procedure to improve performance with more data. In our work, we also have noisy labels, but focus on regularization to control the variation of known sources of noise.

Given the structure of biomedical problems, various strategies have been suggested as potential solutions to the lack of labels, including transfer learning and data augmentation. An example of transfer learning is a method for diagnosing skin cancer, which reached expert-level classification performance using a CNN pretrained on ImageNet and finetuned to the specialized domain \cite{Esteva2017-ad}. Another problem relying mostly on strong data augmentation is medical image segmentation, which was shown to work well with relatively few annotations \cite{Ronneberger2015-lk}.

\begin{figure}
\begin{center}
\includegraphics[width=1.0\linewidth]{Biological}
\end{center}
   \caption{Structure of an image collection in high-throughput experiments. Compounds are applied to cells in batches and multiple replicates. Phenotypes in replicates are expected to be consistent. Note the presence of nuisance variation due to batches, microscope artifacts, or other systematic effects. The ground truth, when available, is given as known associations between compounds. The example illustrates treatments with compounds, but this could instead be genetic perturbations.}
\label{fig:biological}
\end{figure}

Deep CNNs have been applied to various microscopy imaging problems to create classification models. Examples include protein localization in single cells \cite{Kraus2017-kd} and hit selection from entire fields of view \cite{Godinez2017-hm}. However, these are based on a supervised learning approach that requires labeled examples, and thus are limited to the detection of known phenotypes. By contrast, we aim to analyze populations of cells to explore the effects of unknown compounds or rare genetic mutations.

Recent research by Ando et al. \cite{Michael_Ando2017-af} and Pawlowski et al. \cite{Pawlowski2016-ln} achieved excellent results on our problem domain by transferring features from CNNs trained for generic object classification. Goldsborough et al. \cite{goldsborough2017cytogan} used generative adversarial networks for learning features directly from images of cells, also bringing the ability to synthesize new images to explain variations in phenotypes. Our work is the first study to systematically train convolutional neural networks for single cells in a weakly supervised way.

\section{Morphological Profiling}

The structure of an image collection in morphological profiling experiments is usually organized hierarchically, in batches, replicates and wells (Fig.  \ref{fig:biological}). The compounds, also referred to as treatments or perturbations in this paper, are applied to cell populations, and microscopy imaging is used to observe morphological variations. Acquired images often display variations caused by factors other than the treatment itself, such as batch variations, position effects, and imaging artifacts. These factors bias the measurements taken by low-level features and are the main challenge for learning reliable representations.

The main goal of morphological profiling is to reveal relationships among treatments. For instance, suppose a compound is being evaluated as a potential therapeutic drug and we want to understand how it affects cellular state. Depending on the morphological variations that the compound produces in cells, we may identify that it is toxic because it consistently looks similar to previously known toxic compounds. Alternatively, its morphological variations may be more correlated with the desired response for a particular disease, making it an excellent candidate for further studies. Profiling experiments may involve thousands of treatments in parallel, the majority of them with unknown response, which the experiment aims to quantify. Ground truth is usually provided as high level associations between treatments, and is very sparse (Fig. \ref{fig:biological}).

The main steps of the morphological profiling workflow include 1) image acquisition, 2) segmentation, 3) feature extraction, 4) population profiling, and 5) downstream analysis (Fig. \ref{fig:profiling}). The workflow transforms images into quantitative profiles that describe aggregated statistics of cell populations. These profiles are compared using similarity measures to identify relationships. Further detail of the data analysis strategies involved in morphological profiling projects can be found in \cite{Caicedo2017-pg}.

We focus on optimizing the features obtained in step 3 and adopt the best practices for all other steps. In particular, for image segmentation (step 2) we use the Otsu's thresholding method in the DNA channel of the acquired image to identify single cells, which are then cropped in fixed size windows in our learning technique. We also apply the illumination correction approach proposed by Singh et al. \cite{Singh2014-zo} to all image channels to improve homogeneity of the field of view. 

To construct the profile of one compound, we use the mean feature vector of the population of cells treated with that compound (step 4). We also apply the typical variation normalization (TVN) proposed by Ando et al. \cite{Michael_Ando2017-af}, using as reference distribution cells from negative control populations. The downstream statistical analysis (step 5) varies depending on the biological question. Although the discussion above has focused on treating cells with compounds (e.g. \cite{Ljosa2013-xb}), they may instead be treated with reagents that modify genes or gene products (e.g. \cite{Rohban2017-kg}).

% 1. Raw images 2. Segmented images.
\begin{figure}
\begin{center}
\includegraphics[width=1.0\linewidth]{Profiling}
\end{center}
   \caption{The morphological profiling workflow transforms images into quantitative measurements of cell populations. Aggregated profiles describe statistics of how one treatment altered the morphology of a population of cells. The end goal of profiling is to uncover relationships between treatments. Obtaining matrices of single-cell features in step 3 is the focus of this paper.}
\label{fig:profiling}
\end{figure}

\section{Learning Single-Cell Embeddings}

We propose learning single-cell embeddings in a framework composed of two objectives: the \emph{main goal} and the \emph{auxiliary task}. The \emph{main goal} of a morphological profiling experiment is to uncover the associations between treatments (step 5 in Fig. \ref{fig:profiling}). These associations can be organized in categories or mechanistic classes as depicted in Figure \ref{fig:biological}. We define the \emph{auxiliary task} as the process of training CNNs to recognize treatments from single cell images. The CNNs are expected to learn features that can be used in step 3 of the morphological profiling workflow.

\subsection{Weakly Supervised Setting}

Consider a collection of $n$ cells $X_i=\left\{ x_k \right\} \forall~ k \in \{1,\dots, n\}$, treated with compound $Y_i\in Y$. Features can be extracted from each cell using a mapping $\phi_{\theta}(x_k) \in \mathbb{R}^{m}$, and aggregate them using, for instance, the mean of single cell embeddings:
\[ \mu(X_i) = \dfrac{1}{n} \sum_{k=1}^n \phi_{\theta}(x_k) \in \mathbb{R}^{m} \]

We call $\mu(X_i)$ the mean profile of compound $Y_i$ \cite{Ljosa2013-xb}. Two compounds, $Y_i$ and $Y_j$, have an unknown relationship $Z_{i,j}$ that can be approximately measured as the similarity between their mean profiles:
\[ Z_{i,j} = \rho\left( \mu(X_i), \mu(X_j) \right) \]

Only a few of all possible relationships $Z$ between compounds (or genes) are known in biology. The problem is like identifying family members using pictures of individuals. A treatment $Y_i$ encodes the identity of an individual, and the collection of cells $X_i$ corresponds to pictures of their faces taken in different situations. Relationships such as "two individuals belonging to the same family" are represented by the unknown variables $Z_{i,j}$. Our goal is to discover the true relationships $Z$ using only $X$ and $Y$.

We parameterize the function $\phi_{\theta}(\cdot)$ using a convolutional neural network, whose parameters can be estimated in a data-driven manner. This CNN is trained as a multiclass classification function that takes a single cell as input and produces a categorical output. The network is trained to predict $Y$ as target labels, and then the output layer is removed to compute single cell embeddings. 

Notice that our \emph{main goal} is to uncover treatment relations $Z_{i,j}$ instead of predicting labels $Y$, because we always know which compounds the cells were treated with. Therefore, predicting $Y$ as an output is the \emph{auxiliary task}, which we use to recovering the latent structure of morphological phenotypes in a distributed representation.

The major advantage of this approach is that it is feasible for any image-based experiment, regardless of what treatments are tested or which controls are available, and does not require knowledge of the associations between treatments. We expect the CNN to learn features that encode the high-level associations between treatments without explicitly giving it this information. 

\subsection{Noisy labels}

\begin{figure}
\begin{center}
\includegraphics[width=1.0\linewidth]{RNNReg}
\end{center}
   \caption{ RNN-based regularization. The CNN is used as a feature extractor to inform the GRU about image contents. The GRU tracks common features in the sequence of cells to predict the correct treatment label. Cells in the sequence share the same label, have randomized order, and are sampled from different batches and replicates.}
\label{fig:rnnreg}
\end{figure}

Besides being weak labels, treatment labels are also noisy because there is no guarantee that they accurately describe the morphology of single cells. This is similar to other weakly supervised approaches that use free text attached to web images to train CNNs \cite{chen2015webly,joulin2016learning}. 

Treatment labels are noisy for several reasons: 1) individual cells are known to not react uniformly to a treatment \cite{Gough2017-fn}, thus generating subpopulations that may or may not be meaningful. 2) Some treatments may have no effect at all, either because they are genuinely neutral treatments or because the treatment failed for technical reasons. In either case, forcing a CNN to find differences where there are none may result in overfitting. 3) Sometimes different treatments yield the same cell phenotypes, forcing a CNN to find differences between them may, again, result in overfitting to undesired variation.

The number of replicates and single cells may be larger for some treatments than others, presenting a class imbalance during training. For this reason, we do not sample images, but instead sample class labels uniformly at random. From each sampled label we then select a random image to create training batches, following the practice in \cite{joulin2016learning}.

\begin{figure}
\begin{center}
\includegraphics[width=1.0\linewidth]{MixupReg}
\end{center}
   \caption{\emph{mixup} regularization. Two cells are sampled at random from different batches and replicates, and can have different labels too. The two images are blended in a single image using a convex combination. The output is set to predict the weights of the combination.}
\label{fig:mixupreg}
\end{figure}

\begin{figure*}[h]
    \centering
    \begin{subfigure}[t]{0.5\textwidth}
        \centering
        \includegraphics[width=0.9\linewidth]{gene_reg}
        \caption{Effect of regularization in the genetic screen}
        \label{fig:gene_results}
    \end{subfigure}%
    ~ 
    \begin{subfigure}[t]{0.5\textwidth}
        \centering
        \includegraphics[width=0.9\linewidth]{chem_reg}
        \caption{Effect of regularization in the chemical screen}
        \label{fig:chemical_results}
    \end{subfigure}
    \caption{Regularization increases from left to right on the x axis, with the first parameter indicating no regularization (baseline CNN). The validation accuracy in the auxiliary task (dashed lines) tends to decrease as regularization increases. The accuracy of the main goal (solid lines) tends to improve with more regularization. a) Results in the genetic screen: both regularization techniques improve performance in the main goal, and \emph{mixup} shows better gains.  b) Results in the chemical screen: \emph{mixup} improves slightly in the main goal, while rnn-based regularization decreases performance.}
    \label{fig:main_result}
\end{figure*}


\subsection{Baseline CNN}

We first focus on training a baseline CNN with the best potential configuration to evaluate the contribution of the proposed regularization strategies. We began by evaluating several architectures including the VGG \cite{Simonyan2014-lt} and ResNet models with 18, 50 and 101 layers \cite{He2015-ib} on the auxiliary classification task. We observed similar performance in all models, and decided to choose the ResNet18 for all our experiments. This model has the least number of parameters (11.3M), helping us to limit the learning capacity as well as offering the best runtime speed. 

Pixel statistics in fluorescence images are very different from those in RGB images, and we investigated several ways to normalize these values for optimal learning. The mean intensity of fluorescence images tends to be low and the distribution has a long tail, varying from channel to channel. Importantly, intensity values are believed to encode biologically relevant signal, so they are usually preserved intact or normalized to a common point of reference. In our experiments, to our surprise, we found that preserving pixel intensities is not the best choice for CNN training. We found that rescaling pixels locally relative to the maximum intensity of each cropped cell provides the best performance. Finally, we added several data augmentation strategies, including horizontal flips, image translations, and rotations, which helped reduce the gap in performance between training and validation images.

\subsection{RNN-based regularization}

In a weakly supervised experiment, Zhuang et al. \cite{Zhuang2016-ep} noted that the association between a random image and its noisy label collected from the web is very likely to be incorrect. They suggested that looking at images in groups can reduce the probability of wrong associations, because a group of images that share the same label may have higher chance to have at least one correct example. They proposed to train CNNs that ignore irrelevant features in a group using a multiplicative gate.

We implement this concept in our work using a simple RNN architecture, specifically, using a Gated Recurrent Unit (GRU) \cite{Chung2014-gi} as a generic attention mechanism to track features in a group of images. The group is analyzed by the GRU as a sequence of cells in a factory line. Our recurrent architecture is many-to-one, meaning that the GRU collects information from multiple cells in a group to produce a single output for all. The GRU demands the CNN to extract relevant features from each cell for solving the classification problem (Fig. \ref{fig:rnnreg}).

We take advantage of the sequential capabilities of a GRU in order to adapt the training process for controlling unwanted factors of variation. Our problem is not naturally sequential, allowing us to shuffle known sources of noise in a single group. First, we sample cells that share the same label in different batches and replicates. This reduces the probability of observing a group with the same technical artifact or type of noise. Second, we randomize the order of groups to prevent the GRU from learning irrelevant order-dependent patterns \cite{vinyals2015order}.

Importantly, the GRU trained in our models is never used for feature extraction. We leverage the ability of the recurrent network to regularize training using multiple examples at once, but after the optimization is over, we discard the RNN and only use the CNN for feature extraction. We note that similar strategies are also successfully used for training other complex systems, such as Generative Adversarial Networks (GANs) \cite{noauthor_undated-qp}, in which an auxiliary discriminator network is used to train a generator.

\subsection{ Convex combinations of samples }

We evaluate a regularization technique called \emph{mixup} \cite{Zhang2017-tp} given its ability to improve performance in classification problems that have corrupted labels, a common problem in our domain. The main idea is to artificially generate new samples by merging two data points randomly drawn from the dataset, and mixing both using a convex combination (Fig. \ref{fig:mixupreg}). This technique has been theoretically motivated as an alternative objective function that does not minimize the empirical risk, but instead the \emph{empirical vicinal} risk, or the distribution of inputs and outputs in the vicinity of the samples.

We implement \emph{mixup} by combining the images of two cells in a single one, weighting their pixels with a convex combination using a random parameter $\alpha$ drawn from a beta distribution. Their labels are also combined with the same weights, generating output vectors that are no longer one-hot-encoded. The approach is more effective when the two sampled cells come from different replicates or batches. 

\emph{mixup} has been shown to improve performance in classification problems that have corrupted labels. In profiling datasets, both weak labels as well as input images can be corrupted. Even if the association of weak labels is correct, we face the challenge of dealing with batch effects and experimental artifacts that do not have biological meaning, but make cells look similar or different when they are not. In that sense, the images can be corrupted as well, and therefore \emph{mixup} may help reduce the noise and highlight the right morphological features.

\subsubsection*{Implementation details}

We create RNN models that take sequences with 3, 5 or 8 cells as input, using a GRU with 256 units. During validation, we feed sequences composed of a single cell replicated multiple times to the GRU to compare performance with the baseline. We implemented the convolutional networks used in this work in the \texttt{keras-resnet}\footnote{\url{https://github.com/broadinstitute/keras-resnet}} package, and the rest of the evaluated methods are implemented in \texttt{DeepProfiler}\footnote{\url{https://github.com/jccaicedo/DeepProfiler}} using TensorFlow.

\begin{figure*}[ht!]
\begin{center}
\includegraphics[width=0.9\linewidth]{tsne}
\end{center}
   \caption{tSNE visualization of single-cell feature embeddings produced by three methods for a holdout set of the 10 training mutations. Top-left is based on classical features (with 300 dimensions). The bottom-left uses features extracted by an Inception network pretrained on ImageNet \cite{Russakovsky2015-rl} (with 7,630 dimensions). The center plot shows the embeddings learned by our ResNet18 model supervised with the proposed recurrent network (256 dimensions). The colors in the plot correspond to the names of the genes used to trained the network in the auxiliary task.}
\label{fig:tsne}
\end{figure*}

\section{Experiments and Results}

We present experiments on two different datasets: a study of gene mutations in lung cancer, and a publicly available benchmark of the effect of chemical compounds. Note that our experiments involve two objectives: 1) \emph{auxiliary task}: training the CNN with weak labels using images of single cells. 2) \emph{main goal}: analysis of population-averaged profiles to discover relationships among treatments.

\subsection{Lung Cancer Mutations Study}

Identifying the impact of mutations in cancer related genes is an ongoing research effort. In this paper, we use a collection of microscopy images that were generated to study the impact of lung cancer mutations. The imaging technique is known as \emph{Cell Painting}, in which six fluorescent dyes are added to cells to reveal as much internal structure of the cell as possible in a single assay \cite{Bray2016-jh}. These are 5-channel images that can capture around 250 cells.

In this study, 65,000 images were captured, spanning about 500 gene mutations, involving more than 10 million single cells. We selected a subset of 26 variants (genes and mutations) with known impact for this work, with about 0.5 million cells. We select 10 of these variants for training CNNs, and evaluate their performance in the \emph{auxiliary task} using a holdout set of single cells. After a network is trained, we use it to create population-averaged profiles for the \emph{main goal} using all 26 variants (10 for training, 16 for testing).

The \emph{main goal} of this experiment is to group variants corresponding to the same gene --regardless of mutation-- together (gene accuracy), and an additional goal is to group replicates of previously unseen variants together (replicate accuracy). To this end, we use the CNN to extract features for single cells using layer conv4a (see Fig. \ref{fig:layers}) and aggregate them to the population level. Then, we analyze how often the nearest neighbors correspond to the same mutation and same gene. 

\begin{table}
\centering
\begin{small}
\begin{tabular}{|l|c|c|c|}
\hline
\textbf{Model} & \textbf{Replicate Acc.} & \textbf{Gene Acc.} \\ \hline
ImageNet Pretrained &	42.8\%	& 58.2\% \\
CellProfiler Features	& 56.3\%	& 69.7\% \\
\hline
Baseline CNN &	55.3\% &	69.2\% \\ 
Recurrent Model (t=5) &	58.2\% &	71.6\% \\ 
Mixup ($\alpha=0.2$) &	59.6\% &	78.4\% \\ 

\hline
\end{tabular}
\end{small}
\caption{Performance of feature extraction strategies on the population-based analysis. \emph{Replicate Accuracy} measures how often a mutation profile matches a replicate of the same mutation in the feature space. \emph{Gene Accuracy} indicates if one mutation matches a neighbor of the same gene family.}
\label{tab:mutants}
\end{table}

Performance is improved significantly using \emph{mixup} regularization, and only slightly using the RNN-based regularization technique (Fig \ref{fig:gene_results}). The accuracy obtained with a baseline CNN in the \emph{auxiliary task}, which is classifying single cells into 10 variants, is 70.7\%. Regularization tends to decrease single-cell classification accuracy, but improves performance in the \emph{main goal}. Gene accuracy of the 26 mutations can be improved from 69.2\% to 71.6\% using RNN regularization, and up to 78.3\% using \emph{mixup}.


\begin{figure}[h]
\begin{center}
\includegraphics[width=1.0\linewidth]{layers_tvn}
\end{center}
   \caption{NSC classification accuracy obtained with population-averaged features extracted from different layers. This evaluation was done with a baseline CNN on the BBBC021 dataset. Intermediate layers offer better performance, while top layers specialize in solving the auxiliary task. The TVN transform \cite{Michael_Ando2017-af} consistently improves performance.}
\label{fig:layers}
\end{figure}

Our best CNN model yields higher replicate and gene accuracies than baseline methods, indicating that it can extract more discriminative features than previous methods (Table \ref{tab:mutants}). We compare the performance to features computed by CellProfiler, our widely adopted software solution to analyze microscopy images \cite{Carpenter2006-kb}, as well as features extracted by an Inception model pretrained on ImageNet as used in \cite{Pawlowski2016-ln}. Figure \ref{fig:tsne} illustrates the embeddings obtained with an RNN regularized model. Notice how the classes are more clearly separated than with previous strategies, especially considering that data points are single cells.

\subsection{Mechanism of Action of Compounds}

The second application that we evaluate is the mechanism-of-action classification of drugs using a publicly available benchmark known as BBBC021v1 \cite{caie2010high}. The cells in this image collection have been treated with chemical compounds of known (and strong) activity. For this reason, the relationships between compounds can be verified because drugs that are in the same mechanistic class are likely to induce similar (and detectable) responses in cells.

\begin{table*}[h]
  \centering
  \begin{small}
  \begin{tabular}{|l|l|c|c|c|c|c|c|}
  \hline
  \textbf{Strategy} & \textbf{Method} & \textbf{Work} & \textbf{NSC} & \textbf{NSCB} & \textbf{Drop} & \textbf{Dim.} & \textbf{Speed (cells/sec)} \\ \hline
  Classical features & Factor Analysis & \cite{Ljosa2013-xb} & 94 & 77 & -17 & 20 & 0.15 \\ 
   & Illumination Correction & \cite{Singh2014-zo} & 90 & 85 & -15 & 450 & 0.15 \\ \hline
  Transfer Learning & ImageNet pretrained network & \cite{Pawlowski2016-ln} & 91 & n/a & n/a & 4608 & 10 \\ 
   & Product similarity network & \cite{Michael_Ando2017-af} & \textbf{96} & \textbf{95} & \textbf{-1} & 196 & n/a \\ \hline
  Unsupervised feature learning & Autoencoders & \cite{Pawlowski2016-mn} & 49 & n/a & n/a & n/a & n/a \\ 
   & Generative Adversarial Networks & \cite{goldsborough2017cytogan} & 72 & n/a & n/a & n/a & n/a \\ \hline
  Fully Supervised & CNNs & \cite{Godinez2017-hm} & 93 & n/a & n/a & n/a & n/a \\ \hline
   & Ours - Baseline CNN &  & \textbf{97} & 86 & -11 & 256 & 100 \\
  Weakly Supervised & Ours - Recurrent Model &  & 93 & 82 & -11 & 256 & 100 \\
   & Ours - Mixup &  & 95 & \textbf{89} & \textbf{-9} & 256 & 100 \\ 
  \hline
  \end{tabular}
  \end{small}
  \caption{Classification accuracy on the BBBC021 chemical benchmark data set, presented alongside results of prior work. Not-Same-Compound (NSC) does not allow a match to the same compound. Not-Same-Compound-or-Batch (NSCB) does not allow a match to the same compound or any compound in the same batch. Drop is the difference between NSCB and NSC, ideally no drop in performance should be observed. Dim. refers to the dimensionality of embeddings in each layer, and Speed indicates the speed of calculating the features including Input/Output time.}
\label{tab:bbbc021}
\end{table*}

Images in this experiment have three channels (DNA, Actin and Tubulin), and there are a total of 35 compounds applied to cells at different concentrations. In total, 103 treatments are evaluated in this experiment, which is a subset of BBBC021v1 introduced in \cite{Ljosa2013-xb}. We choose to optimize the network to recognize these 103 treatments as the auxiliary task. In this set of experiments, we also use a ResNet18 architecture, and we assume that we have access to the full collection of batches and compounds for learning the representations of cells. This is often a valid assumption, considering that current practices optimize and normalize classical features using the samples of the same screen. We split the data in training and validation replicates to monitor performance in the auxiliary task. 

After training the network in the auxiliary task, we create embeddings for cells in all treatments, and aggregate populations at the treatment level to evaluate accuracy in the main task. For this evaluation, we follow the same protocol reported in \cite{Ljosa2013-xb}, which leaves one compound out to infer the class given all the others. In this way, the experiment simulates how often a new compound could be connected with the right group when its class is unknown. This evaluation is called not-same-compound (NSC) matching. We also adopt the evaluation metric proposed by Ando et al. \cite{Michael_Ando2017-af} to evaluate the robustness of algorithms to batch effects and artifacts. The simulation in this case leaves one full compound out of the analysis as well as a  full experimental batch. This evaluation is called not-same-compound-and-batch (NSCB) matching, and has been shown to be more reliable.

We first note that the layer selected for creating cell embeddings is an important choice to make. Interestingly, the network disentangles the morphological structure of MOAs in an intermediate layer, before recombining these features to improve single-cell classification of treatments. Thus, layers closer to the top classification output generate features that seem to be less useful for population based analysis (Fig. \ref{fig:layers}). This evaluation was done using a baseline network without special regularization.

Applying \emph{mixup} regularization improves performance in the \emph{main goal}, while the RNN-based procedure tends to decrease performance (Fig. \ref{fig:chemical_results}). A baseline CNN can correctly classify single cells into one of the 103 treatments with 64.1\% accuracy (\emph{auxiliary task}), and obtains 86.9\% accuracy in the \emph{main goal} as measured using the NSCB procedure. We report the effect of regularization using NSCB because we expect these techniques to help reduce the impact of batch effects. From 86.9\% \emph{mixup} improves performance to 89.1\% while RNNs decreases to 82.6\%.

When compared to previous reports, we obtain the best NSC result using a baseline CNN, and the second best NSCB using a CNN regularized with \emph{mixup} (Table \ref{tab:bbbc021}). Previous strategies include classic features, transfer learning, unsupervised, and fully supervised learning. Our work is the first evaluating a weakly supervised algorithm. The transfer learning strategy using TVN proposed by Ando et al. \cite{Michael_Ando2017-af} still holds the best combined result of NSC and NSCB. The difference between NSC and NSCB observed in our weakly supervised approach indicates that it is still affected by experimental artifacts and nuisance variations to some degree, despite regularization. %Further research will be needed to further reduce this gap. 

Our embeddings are compact and very fast to compute with respect to transfer learning and classical features. This is in part due to GPU acceleration, and also because the only preprocessing step required to compute embeddings is cropping cells into a fixed-size window. These speeds can positively impact the cost of morphological profiling projects, requiring less computation to achieve better accuracy.


\section{Conclusions}
We described a weakly supervised learning approach for learning representations of single cells in morphological profiling experiments. A salient attribute of large scale microscopy experiments in biology is that while there is no scalable approach to annotating individual cells, there is well-structured information that can be used to effectively train modern CNN architectures using an \emph{auxiliary task}. Our results indicate that learning representations directly from cells improves performance in the \emph{main goal}.

The proposed methods are especially useful for studies with thousands of treatments and millions of images, in which classical features may start to saturate their discrimination ability. More research is needed to train and evaluate networks at larger scales, monitoring quality metrics that reveal performance in the absence of ground truth. The design of strategies that reduce the impact of batch effects is also an interesting future research direction, specially if these are informed by the structure of biological experiments. 
%Our approach could be also used to extend the CytoGAN of Goldsborough et al. \cite{goldsborough2017cytogan} to bring new ways of analyzing high-throughput microscopy images. 
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