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Abstract

Deep Neural Networks (DNNs) have been demonstrated to perform exceptionally well on most recognition tasks such as image classification and segmentation. However, they have also been shown to be vulnerable to adversarial examples. This phenomenon has recently attracted a lot of attention but it has not been extensively studied on multiple, large-scale datasets and complex tasks such as semantic segmentation which often require more specialised networks with additional components such as CRFs, dilated convolutions, skip-connections and multiscale processing.

In this paper, we present what to our knowledge is the first rigorous evaluation of adversarial attacks on modern semantic segmentation models, using two large-scale datasets. We analyse the effect of different network architectures, model capacity and multiscale processing, and show that many observations made on the task of classification do not always transfer to this more complex task. Furthermore, we show how mean-field inference in deep structured models and multiscale processing naturally implement recently proposed adversarial defenses. Our observations will aid future efforts in understanding and defending against adversarial examples. Moreover, in the shorter term, we show which segmentation models should currently be preferred in safety-critical applications due to their inherent robustness.

1. Introduction

Computer vision has progressed to the point where Deep Neural Networks (DNNs) models for most recognition tasks such as classification or segmentation have become a widely available commodity. State-of-the-art performance on various datasets has increased at an unprecedented pace, and as a result, these models are now being deployed in more and more complex systems. However, despite DNNs performing exceptionally well in absolute performance scores, they have also been shown to be vulnerable to adversarial examples – images which are classified incorrectly (often with high confidence), although there is only a minimal perceptual difference with correctly classified inputs [59]. This raises doubts about DNNs being used in safety-critical applications such as driverless vehicles [36] or medical diagnosis [21] since the networks could inexplicably classify a natural input incorrectly although it is almost identical to examples it has classified correctly before (Fig. 1). Moreover, it allows the possibility of malicious agents attacking systems that use neural networks [40, 53, 57, 23]. Hence, the robustness of networks perturbed by adversarial noise may be as important as the predictive accuracy on clean inputs. And if multiple models achieve comparable performance, we should always consider deploying the one which is inherently most robust to adversarial examples in (safety-critical) production settings.

This phenomenon has recently attracted a lot of attention and numerous strategies have been proposed to train DNNs to be more robust to adversarial examples [29, 41, 55, 48]. However, these defenses are not universal; they have frequently been found to be vulnerable to other types of attacks [11, 9, 10, 34] and/or come at the cost of performance penalties on clean inputs [12, 31, 48]. To the best of our knowledge, adversarial examples have not been extensively analysed beyond standard image classification models, and often on small datasets such as MNIST or CIFAR10 [48, 31, 55]. Hence, the vulnerability of modern DNNs to adversarial attacks on more complex tasks such as semantic segmentation in the context of real-world datasets covering different domains remains unclear.

In this paper, we present what to our knowledge is the first rigorous evaluation of the robustness of semantic segmentation models to adversarial attacks. We focus on semantic segmentation, since it is a significantly more complex task than image classification [5]. This has also been witnessed by the fact that state-of-the-art semantic segmentation models are typically based on standard image classification architectures [39, 58, 33], extended by additional components such as dilated convolutions [14, 65], specialised pooling [15, 67], skip-connections [45, 7], Conditional Random Fields (CRFs) [68, 1] and/or multiscale processing [15, 13] whose impact on the robustness has never been thoroughly studied.

First, we analyse the robustness of various DNN ar-
Adversarial perturbations cause a neural network to change its original prediction, when added to the original input \( x \). For a neural network \( f \) parametrised by \( \theta \) that maps \( x \in \mathbb{R}^m \) to \( y \), a target class from \( \mathcal{L} = \{1, 2, \ldots, L\} \), Szegedy et al. [59] defined an adversarial perturbation \( r \) as the solution to the optimisation problem

\[
\begin{align*}
\arg \min_{r} \; & \|r\|_2 \\
\text{subject to} \quad & f(x + r; \theta) = y_t,
\end{align*}
\]

where \( y_t \) is the target label of the adversarial example \( x^{adv} = x + r \). For clarity of exposition, we consider only a single label \( y \). This naturally generalises to the case of semantic segmentation where networks are trained with an independent cross-entropy loss at each pixel.

Constraining the neural network to output \( y \) is difficult to optimise. Hence, [59] added an additional term to the objective based on the loss function used to train the network

\[
\begin{align*}
\arg \min_{r} \; & c\|r\|_2 + L(f(x + r; \theta), y_t).
\end{align*}
\]

Here, \( L \) is the loss function between the network prediction and desired target, and \( c \) is a positive scalar. Szegedy et al. [59] solved this using L-BFGS, and [11] and [16] have proposed further advances using surrogate loss functions. However, this method is computationally very expensive as it requires several minutes to produce a single attack. Hence, the following methods are used in practice:

**Fast Gradient Sign Method (FGSM) [29].** FGSM produces adversarial examples by increasing the loss (usually the cross-entropy) of the network on the input \( x \) as

\[
\begin{align*}
x^{adv} = x + \epsilon \cdot \text{sign}(\nabla_x L(f(x; \theta), y)).
\end{align*}
\]

This is a single-step, untargeted attack, which approximately minimises the \( \ell_\infty \) norm of the perturbation bounded by the parameter \( \epsilon \).
FGSM II [41]. This single-step attack encourages the network to classify the adversarial example as \( y_t \) by assigning
\[
x^{adv} = x - \epsilon \cdot \text{sign}(\nabla_x L(f(x; \theta), y_t)) \tag{4}
\]
We follow the convention of choosing the target class as the least likely class predicted by the network [41].

Iterative FGSM [41, 48]. This attack extends FGSM by applying it in an iterative manner, which increases the chance of fooling the original network. Using the subscript to denote the iteration number, this can be written as
\[
x_0^{adv} = x
\]
\[
x_t^{adv} = \text{clip}(x_t^{adv} + \alpha \cdot \text{sign}(\nabla_{x_t^{adv}} L(f(x_t^{adv}; \theta), y_t)), \epsilon)
\tag{5}
\]
The clip(a, \(\epsilon\)) function makes sure that each element \(a_i\) of \(a\) is in the range \([a_i - \epsilon, a_i + \epsilon]\). This ensures that the max-norm constraint of each component of the perturbation \(\epsilon\), being no greater than \(\epsilon\) is maintained. It thus corresponds to projected gradient descent [48], with step-size \(\alpha\), into an \(\ell_\infty\) ball of radius \(\epsilon\) around the input \(x\).

Iterative FGSM II [41]. This is a stronger version of FGSM II. This attack sets the target to be the least likely class predicted by the network, \(y_t\), in each iteration
\[
x_{t+1}^{adv} = \text{clip}(x_t^{adv} - \alpha \cdot \text{sign}(\nabla_{x_t^{adv}} L(f(x_t^{adv}; \theta), y_t)), \epsilon)\tag{6}
\]
The aforementioned attacks were all proposed in the context of image classification, but they have been adapted to the problems of semantic segmentation [26, 16], object detection [62] and visual question answering [64].

3. Adversarial Defenses and Evaluations

Liu et al. [44] have thoroughly evaluated the transferability of adversarial examples generated on one network and tested on another unknown model, i.e. only as “black-box” attacks [59, 54, 50, 51]. Kurakin et al. [41], contrastingly, studied the adversarial training defense, which generates adversarial examples online and adds them into the training set [29, 48, 60]. They found that training with adversarial examples generated by single-step methods conferred robustness to other single-step attacks with negligible performance difference to normally trained networks on clean inputs. However, the adversarially trained network was still as vulnerable to iterative attacks as standard models. Madry et al. [48], conversely, found robustness to iterative attacks by adversarial training with them. However, this was only on the small MNIST dataset. The defense was not effective on CIFAR-10, underlining the importance of testing on multiple datasets. Tramer et al. [60] also found that adversarially trained models were still susceptible to black-box, single-step attacks generated from other networks. Other adversarial defenses based on detecting the perturbation in the input [49, 30, 25, 63] have also all been subverted [10, 34, 9].

Currently, no effective defense to all adversarial attacks exist. This motivates us, for the first time to our knowledge, to study the properties of state-of-the-art segmentation networks and how they affect robustness to various adversarial attacks. Previous evaluations have only considered standard classification networks (Inception in [41], and GoogleNet, VGG and ResNet in [44]). We consider the more complex task of semantic segmentation, and evaluate eight different architectures, some of them with multiple classification backbones, and show that some features of semantic segmentation models (such as CRFs and multi-scale processing) naturally implement recently proposed adversarial defenses. Moreover, our evaluation is carried out on two large-scale datasets instead of only ImageNet as [41, 44]. This allows us to show that not all previously observed empirical results on classification transfer to segmentation.

The conclusions from our evaluations may thus aid future efforts to develop defenses to adversarial attacks that preserve predictive accuracy. Moreover, our results suggest which state-of-the-art models for semantic segmentation should currently be preferred in (safety-critical) settings where both accuracy and robustness are a priority.

4. Experimental Set-up

We describe the datasets, DNN models, adversarial attacks and evaluation metrics used for our evaluation in this section. Exhaustive details are included in the supplementary. We will publicly release our raw experimental data, evaluation code and models to aid reproducibility.

Datasets. We use the Pascal VOC [22] and Cityscapes [18] validation sets, the two most widely used semantic segmentation benchmarks. Pascal VOC consists of internet-images labelled with 21 different classes. The reduced validation [68, 45] set contains 346 images, and the training set has about 70000 images when combined with additional annotations from [32] and [43]. Cityscapes consists of road-scenes captured from car-mounted cameras and has 19 classes. The validation set has 500 images, and the training set totals about 23000 images. As this dataset provides high-resolution imagery (2048 \(\times\) 1024 pixels) which require too much memory for some models, we have resized all images to 1024 \(\times\) 512 when evaluating.

Models. We use a wide variety of current or previous state-of-the-art models, ranging from lightweight networks suitable for embedded applications to complex models which explicitly enforce structural constraints. Whenever possible, we have used publicly available code or trained
models. The models we had to retrain achieve similar performance to the ones trained by the original authors.

We used the public models of CRF-RNN [68], Dilated-Net [65], PSPNet [67] on Cityscapes, ICNet [67] and SegNet [4]. We retrained FCN [45] and E-Net [56], as well as Deeplab v2 [15] and PSPNet for VOC as the public models are trained with the validation set. Our selection of networks is based on both VGG [58] and ResNet [33] backbones, whilst E-Net and ICNet employ custom architectures for real-time applications whose parameters measure only 1.5MB and 30.1MB in 32-bit floats, respectively. Furthermore, the models we evaluate use a variety of unique approaches including dilated convolutions [65, 15], skip-connections [45], specialised pooling [67, 15], encoder-decoder architecture [4, 56], multiscale processing [15] and CRFs [68]. In all our experiments, we evaluate the model in the same manner it was trained – CRF post-processing or multiscale ensembling is not performed unless the network incorporated CRFs [68] or multiscale averaging [15] as network layers whilst training.

Adversarial attacks. We use the FGSM, FGSM ll, Iterative FGSM and Iterative FGSM ll attacks described in Sec. 2. Following [41], we set the number of iterations of iterative attacks to \( \min(\epsilon + 4, 1.25\epsilon) \) and step-size \( \alpha = 1 \) meaning that the value of each pixel is changed by 1 every iteration. The Iterative FGSM (untargeted) and FGSM ll (targeted) attacks are only reported in the supplementary as we observed similar trends on FGSM and Iterative FGSM ll. We evaluated these attacks when setting the \( \ell_\infty \) norm of the perturbations \( \epsilon \) to each value from \{0.25, 0.5, 1, 2, 4, 8, 16, 32\}. Even small values such as \( \epsilon = 0.25 \) introduce errors among all the models we evaluated. The maximum value of \( \epsilon \) was chosen as 32 since the perturbation is conspicuous at this point. Qualitative examples of these attacks are shown in the supplementary.

Evaluation metric. The Intersection over Union (IoU) is the primary metric used in evaluating semantic segmentation [22, 18]. However, as the accuracy of each model varies, we adapt the relative metric used by [41] for image classification and measure adversarial robustness using the IoU Ratio – the ratio of the network’s IoU on adversarial examples to that on clean images computed over the entire dataset. As the relative ranking between models for the IoU Ratio and absolute IoU is typically the same, we report the latter only in the supplementary.

5. The robustness of different architectures

We evaluate the robustness of different architectures and show how our observations regarding model capacity and single-step attacks do not corroborate with some previous findings in the context of image classification [41, 48]. Additionally, our results also support why JPEG compression as a pre-processing step mitigates small perturbations [20].

5.1. The robustness of different networks

Fig. 2 shows the robustness of several state-of-the-art models on the VOC dataset. In general, ResNet-based models not only achieve higher accuracy on clean inputs but are also more robust to adversarial inputs. This is particularly the case for the single-step FGSM attack (Fig. 2a). On the more effective iterative FGSM ll attack, the margin between the most and least robust network is smaller as none of them perform well (Fig. 2b). However, we note that iterative attacks tend not to transfer to other models [41] (Sec. 6.2). Thus, they are less useful in practical, black-box attacks.

In particular, we have evaluated the FCN8s [45] and Deeplab-v2 with ASPP [15] models based on the popular VGG-16 [58] and ResNet-101 [33] backbones. In both cases, the ResNet variant shows greater robustness. We also observe that most of the networks achieve similar scores on clean inputs. As a result, the relative rankings of models in Fig. 2 for the IoU Ratio is about the same as their ranking on clean inputs. Furthermore, the best performing model on clean inputs, PSPNet [67] is actually less robust than Deeplab v2 with Multiscale ASPP [15]: For all \( \epsilon \) values we tested, the absolute IoU score of Deeplab v2 was higher than PSPNet. These observations as well as results on FGSM ll and Iterative FGSM showing that the relative ranking of robustness for the different networks is similar, are detailed in the supplementary material.

5.2. Model capacity and residual connections

Madry et al. [48] and Kurakin et al. [41] have studied the effect of model capacity on adversarial robustness by changing the number of filters at each DNN layer, since they used the parameter count as a proxy for model capacity. Madry et al. [48] observed on MNIST and CIFAR-10, that networks, trained on clean examples, with a small number of parameters are the most vulnerable to adversarial examples. This observation would have serious safety implications on deployment of lightweight models, typically required by embedded platforms. Instead, we analyse different network structures and show in Fig. 3 that lightweight networks such as E-Net [56] (only 1.5 MB) and IC-Net [66] (only 30.1 MB) are affected by adversarial examples similarly as Dilated-Net [65] which has 512.6 MB in parameters (using 32-bit floats). Dilated-Net is only more robust than both of these lightweight networks for FGSM and FGSM-ll with \( \epsilon \geq 4 \) (which is also when perturbations become visible to the naked eye). Note that both E-Net and IC-Net have custom backbones and heavily use residual connections.

Fig. 3 also shows that adding the “Context” module of Dilated-Net onto the “Front-end” slightly reduces robustness across all \( \epsilon \) values on both attacks on Cityscapes. Fig. 2
shows that this is observed for most $\epsilon$ values on VOC as well. This is even though the additional parameters of the “Context” module increases accuracy on clean inputs. Whilst models with higher capacity may be more resistant to adversarial attacks, one cannot compare the capacities of different networks, given that neither the most accurate network (PSPNet) or the network with the most parameters (Dilated-Net) are actually the most robust.

5.3. The unexpected effectiveness of single-step methods on Cityscapes

The single-step FGSM and FGSM II attacks are significantly more effective on Cityscapes than on Pascal VOC. The IoU ratio for FGSM at $\epsilon = 32$ for PSPNet and Dilated Context is 2.5% and 2.8%, respectively, on Cityscapes. On Pascal VOC, it is substantially higher at 27.9% and 12.2%. Single-step methods (which only search in a 1-D subspace in the space of images) also appear to outperform iterative methods for high $\epsilon$ values on Cityscapes. In contrast, iterative attacks appear about as effective on Cityscapes as on Pascal VOC, when using the same hyperparameters as [41].

Thus, it may be a dataset property that causes the network to learn weights more susceptible to single-step attacks. Cityscapes has, subjectively, less variability than VOC and it also labels “stuff” classes [27]. The effect of the training set on adversarial attacks has not been considered before, and most prior work used MNIST [59, 29, 48] or ImageNet [41, 60, 44]. However, [6] and [37], showed that the test error of an SVM and neural network could respectively be increased by inserting “poisonous” examples into its training set. Results from the FGSM II attack, which shows the same trend as FGSM, are in the supplementary.

5.4. Imperceptible perturbations

With $\epsilon = 0.25$, the perturbation is so small that the RGB values of the image pixels (assuming integers $\in [0, 255]$) are usually unchanged. Nevertheless, Fig. 2 and 3 show that the performance of all analysed models were degraded by at least 9% relative IoU for each attack. The observation of [20], that lossy JPEG as a pre-processing step helps to mitigate FGSM for small $\epsilon$ is thus not surprising as JPEG does not entirely preserve these small, high-frequency perturbations and the result is also finally rounded to integers.

5.5. Discussion

We have showed that models with residual connections (ResNet, E-Net, ICNet) are inherently more robust than chain-like VGG-based networks, even if the number of parameters of the VGG model is orders of magnitude larger. Moreover, Dilated-Net, without its “Context” module is more robust than its more performant, full version. This is contrary to the observations regarding parameter count of [48] and [41] who simply increased the number of filters at each layer. The most robust model was Deeplab v2 with Multiscale ASPP, outperforming the current state-of-the-art PSPNet [67], in absolute IoU on adversarial inputs.

We also found that perturbations that do not even change the image’s integral RGB values still degraded performance of all models, and that single-step attacks are significantly more effective on Cityscapes than VOC, achieving as low as 0.8% relative IoU. This was unexpected, given that single-step methods only search in a one-dimensional subspace, and raises questions about how the training data of a network affects its decision boundaries. Also, explaining the effect of residual connections on adversarial robustness remains an open research question. As Deeplab v2 showed a significant increase in robustness over its single-scale variant, we analyse the effects of multiscale processing next in Sec. 6. Thereafter, we study CRFs, a common component in semantic segmentation models.
6. Multiscale Processing and Transferability of Adversarial Examples

Deeplab v2 with Multiscale ASPP was the most robust model to various attacks in Sec. 5, with a significant difference to its single-scale variant. In this section, we first examine the effect of multiscale processing and then relate our observations to concurrent work.

6.1. Multiscale processing

The Deeplab v2 network processes images at three different resolutions, 50%, 75% and 100% where the weights are shared among each of the scale branches. The results from each scale are upsampled to a common resolution, and then max-pooled such that the most confident prediction at each pixel from each of the scale branches is chosen [15]. This network is trained in this multiscale manner, although it is possible to perform this multiscale ensembling as a post-processing step at test-time only [14, 19, 42, 67].

We hypothesise that adversarial attacks, when generated at a single scale, are no longer as malignant when processed at another. This is because CNNs are not invariant to scale, and a range of other transformations [24, 35]. And although it is possible to generate adversarial attacks from multiple different scales of the input, these examples may not be as effective at a single scale, making networks which process images at multiple scales more robust. We investigate the transferability of adversarial perturbations generated at one scale and evaluated at another in Sec. 6.2, and the robustness and transferability of multiscale networks in Sec. 6.3. Thereafter, we relate our findings to concurrent work.

6.2. The transferability of adversarial examples at different scales

Table 1 shows results for the FGSM and Iterative FGSM ll attacks. The diagonals show “white-box” attacks where the adversarial examples are generated from the attacked network. These attacks typically result in the greatest performance degradation, as expected. The off-diagonals show the transferability of perturbations generated from other networks. In constrast to Iterative FGSM ll, FGSM attacks transfer well to other networks, which confirms the observations [41] made in the context of image classification.

The attack produced from 50% resolution inputs transfers poorly to other scales of Deeplab v2 and other architectures, and vice versa. This is seen by looking across the columns and rows of Tab. 1 respectively. All other models, FCN (VGG and ResNet) and Deeplab v2 VGG were trained at 100% resolution, and Tab. 1 shows that perturbations generated from the multiscale and 100% resolutions of Deeplab v2 transfer the best. This supports the hypothesis that adversarial attacks produced at one scale are not as effective when evaluated at another since CNNs are not scale invariant (the network activations change considerably).

6.3. Multiscale networks and adversarial examples

The multiscale version of Deeplab v2 is the most robust to white-box attacks (Tab. 1, Fig. 2) as well as perturbations generated from single-scale networks. Moreover, attacks produced from it transfer the best to other networks as well, as shown by the bolded entries. This is probably because attacks generated from this model are produced from multiple input resolutions simultaneously. For the Iterative FGSM ll attack, only the perturbations from the multiscale version of Deeplab v2 transfer well to other networks, achieving a similar IoU ratio as a white-box attack. However, this is only the case when attacking a different scale of Deeplab. Whilst perturbations from multiscale Deeplab v2 transfer better on FCN than from single-scale inputs, they are still far from the efficacy of a white-box attack (which has an IoU ratio of 15.2% on FCN-VGG and 26.4% on FCN-ResNet).

Adversarial perturbations generated from multiscale inputs to FCN8 (which has only been trained at a single scale) behave in a similar way: FCN8 with multiscale in-
Table 1: Transferability of adversarial examples generated from different scales of Deeplab v2 (columns) and evaluated on different networks (rows). The underlined diagonals for each attack show white-box attacks. Off-diagonals, show transfer (black-box) attacks. The most effective one in bold, is typically from the multiscale version of Deeplab v2.

<table>
<thead>
<tr>
<th>Network evaluated</th>
<th>FGSM ($\epsilon = 8$)</th>
<th>Iterative FGSM I ($\epsilon = 8$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50%</td>
<td>75%</td>
</tr>
<tr>
<td>Deeplab v2 50% scale (ResNet)</td>
<td>37.3</td>
<td>70.5</td>
</tr>
<tr>
<td>Deeplab v2 75% scale (ResNet)</td>
<td>85.5</td>
<td>39.7</td>
</tr>
<tr>
<td>Deeplab v2 100% scale (ResNet)</td>
<td>93.6</td>
<td>57.9</td>
</tr>
<tr>
<td>Deeplab v2 Multiscale (ResNet)</td>
<td>83.7</td>
<td>57.6</td>
</tr>
<tr>
<td>Deeplab v2 100% scale (VGG)</td>
<td>94.3</td>
<td>70.6</td>
</tr>
<tr>
<td>FCN8 (VGG)</td>
<td>94.7</td>
<td>67.2</td>
</tr>
<tr>
<td>FCN8 (ResNet)</td>
<td>94.0</td>
<td>66.3</td>
</tr>
</tbody>
</table>

7. Effect of CRFs on Adversarial Robustness

Conditional Random Fields (CRFs) are commonly used in semantic segmentation to enforce structural constraints [2]. The most common formulation is DenseCRF [38], which encourages nearby (in terms of position or appearance) pixels to take on the same label and hence prefers smooth labelling. This is done by a pairwise potential function, defined between each pair of pixels, which takes the form of a weighted sum of a bilateral and Gaussian filter.

Intuitively, one may observe that adversarial perturbations typically appear as a high-frequency noise, and thus the pairwise terms of DenseCRF which act as a low-pass filter, may provide resistance to adversarial examples. To verify this hypothesis, we consider CRF-RNN [68]. This approach formulates mean-field inference of DenseCRF as an RNN which is appended to the FCN8s network [45], enabling end-to-end training. We also report in the supplementary material similar results for DeepLab v2, which performs mean-field inference as a post-processing step.

7.1. CRFs confer robustness to untargeted attacks

Fig. 4a shows that CRF-RNN is markedly more robust than FCN8s to the untargeted FGSM and Iterative FGSM attacks. To verify the hypothesis that the smoothing effect of the pairwise terms increases the robustness to adversarial attacks, we evaluated various values of the bandwidth hyperparameters defining the pairwise potentials (not learned; in Fig. 4a, we used the values of the public model).

Higher bandwidth values (increasing smoothness) do not actually lead to greater robustness. Instead, we observed a correlation between the final confidence of the predictions (from different hyperparameter settings) and robustness to adversarial examples. We measured confidence according to the probability of the highest-scoring label at each pixel, as well as the entropy of the marginal distribution over all labels at each pixel. The mean confidence and entropy for CRF-RNN (with original hyperparameters) is 99.1% and 0.025 nats respectively, whilst it is 95.2% and 0.13 nats for FCN8s (additional details in supplementary). The fact that putting is more robust to white-box attacks, and its perturbations transfer better to other networks. This suggests that the observations seen in Tab. 1 are not properties of training the network, but rather the fact that CNNs are not scale invariant. Furthermore, an alternative to max-pooling the predictions at each scale is to average them. Average-pooling produces similar results to max-pooling. Details of these experiments, along with results using different attacks and $l_\infty$ norms ($\epsilon$ values), are presented in the supplementary.

6.4. Transformations of adversarial examples

Adversarial examples do not transfer well across different scales and transformations, as noted by Lu et al. [46]. The authors created adversarial traffic signs after capturing images of them from 0.5m and 1.5m away. Whilst the printed image taken from 0.5m fooled an object detector viewing the image from 0.5m, it did not when viewed from 1.5m and vice versa. This result is corroborated by Tab. 1 which shows adversarial examples transfer poorly across different scales. As CNNs are not invariant to many classes of transformations (including scale) [24], adversarial examples undergoing them will not be as malicious since the activations of the network change greatly compared to the original input. Whilst we have shown that networks are more vulnerable to black-box perturbations generated from multiple scales, there may be other transformations which are even more difficult to model for the attacks. This effectively makes it more challenging to produce physical adversarial examples in the real world [47] which can be processed from a wide range of viewpoints and camera distortions.

6.5. Relation to other defenses

Our observations relate to the “random resizing” defense of [61] in concurrent work. Here, the input image is randomly resized and then classified. This defense exploits (but does not attribute its efficacy to) the fact that CNNs are not scale invariant and that adversarial examples were only generated at the original scale. We hypothesise that this defense could be defeated by creating adversarial attacks from multiple scales, as done in this work and concurrently in [3].
mean-field inference tends to produce overconfident predictions has also been noted previously by [52] and [8]. More confident predictions lead to a smaller loss, making attacks which use the gradient of the loss with respect to the input less effective. The “Defensive Distillation” approach of [55] made use of a similar fact by increasing the confidence of the model’s predictions, resulting in gradients of smaller norm. The key difference is that CRFs increase the confidence as a by-product of a technique generally used to improve accuracy on numerous pixel-wise labelling tasks, while the effect of [55] on accuracy is unknown, as it was only tested on the saturated MNIST and CIFAR10 datasets.

7.2. Circumventing the CRF

Although CRFs are more resistant to untargeted attacks, they can still be subverted in two ways. CRF-RNN is effectively FCN8s with an appended mean-field layer. Fig. 4b shows, that adversarial examples generated via FGSM from FCN8s (“unary” potentials) are more effective on CRF-RNN than attacks from the output layer of CRF-RNN.

Also, targeted attacks with FGSM II and Iterative FGSM II are more effective since the label used to compute the loss for generating the adversarial example is not the network’s (highly confident) prediction but rather the least likely label. Consequently, the loss is high and there is a strong gradient signal from which to compute the adversarial example. Fig. 4c shows that CRF-RNN and FCN8s barely differ in their adversarial robustness to targeted attacks.

7.3. Discussion

The smoothing effect of CRFs, perhaps counter-intuitively, has no impact on the adversarial robustness of a DNN. However, mean-field inference produces confident marginals, making untargeted attacks less effective since they rely on the gradient of the final loss with respect to the prediction. Black-box attacks generated from models without a CRF transfer well to networks with a CRF, and are actually more effective. This is the case for both CRFs trained end-to-end [68] and used as post-processing [15], as shown in the supplementary. Finally, CRFs confer no robustness to untargeted attacks. Our investigation of the CRF also underlines the importance of testing thoroughly with black-box attacks and multiple attack algorithms, which is not the case for numerous proposed defenses [17, 28, 29, 55].

8. Conclusion

We have presented what to our knowledge is the first rigorous evaluation of the robustness of semantic segmentation models to adversarial attacks. We believe our main observations will facilitate future efforts to understand and defend against these attacks without compromising accuracy.

Networks with residual connections are inherently more robust than chain-like networks. This extends to the case of models with very few parameters, contrary to the prior observations of [41, 48]. Multiscale processing makes CNNs more robust since adversarial inputs are not as malignant when processed at a different scale from which they were generated at, probably as CNNs are not invariant to scale. The fact that CNNs are not invariant to many classes of transformations also makes producing physical adversarial attacks more difficult. Note, however, that multiscale perturbations also transfer better to other models. Mean-field inference for Dense CRFs, which increases the confidence of predictions confers robustness to untargeted attacks, as it naturally performs “gradient masking” [54, 55].

In the shorter term, our observations suggest that networks such as DeepLab v2, which is based on ResNet and performs multiscale processing, should be preferred in safety-critical applications due to their inherent robustness. As the most accurate network on clean inputs is not necessarily the most robust network, we recommend evaluating robustness to a variety of adversarial attacks as done in this paper to find the best combination of accuracy and robustness before deploying models in practice.

Adversarial attacks are arguably the greatest challenge affecting DNNs. The recent interest into this phenomenon is only the start of an important longer-term effort, and we should also study the influence of other factors such as training regimes and attacks tailored to evaluation metrics. In this paper, we have made numerous observations and raised questions that will aid future work in understanding adversarial examples and developing more effective defenses.
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