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Abstract

In this paper, we consider a typical image blind denois-

ing problem, which is to remove unknown noise from noisy

images. As we all know, discriminative learning based

methods, such as DnCNN, can achieve state-of-the-art de-

noising results, but they are not applicable to this problem

due to the lack of paired training data. To tackle the barrier,

we propose a novel two-step framework. First, a Generative

Adversarial Network (GAN) is trained to estimate the noise

distribution over the input noisy images and to generate

noise samples. Second, the noise patches sampled from the

first step are utilized to construct a paired training dataset,

which is used, in turn, to train a deep Convolutional Neural

Network (CNN) for denoising. Extensive experiments have

been done to demonstrate the superiority of our approach

in image blind denoising.

1. Introduction

Image denoising is a classic topic in low level vision

as well as an important pre-processing step in many vision

tasks. Following the degradation model y = x + v, image

denoising targets at recovering a noise-free image x from

its noisy observation y by reducing the noise v. In many

cases, the noise information in the image is unavailable due

to many factors such as the environment (e.g. low light) or

the uncertainties of sensors. For example, photos taken by

mobile phones on a specific occasion (e.g. night) are usu-

ally subject to unknown noise just as mentioned above. It

is meaningful to remove these noises to improve the visual

experience of users. In this paper, we focus on how to solve

this blind denoising problem.

As popular solutions to denoising problems, various im-

age prior based methods [8, 6, 21, 2], such as BM3D [4],

can be extended to remove unknown noises with noise
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(a) Original (b) CBM3D (σ = 25)

(c) CDnCNN-B (d) Our method

Figure 1. An Example of blind denoising. (a) The original noisy

image. (b) Result of CBM3D at default setting σ = 25 (σ is the

standard deviation). (c) Result of CDnCNN-B (a blind Gaussian

denoising model). (d) Result of our method.

level estimated by algorithms like [19, 37, 17]. These ap-

proaches model image priors over the input image directly

and achieve remarkable results. However, there are still

several main drawbacks of this kind of methods. First, the

image priors adopted by these methods are defined mostly

based on human knowledge, so the full features of the im-

ages could be hardly captured. Therefore, the performance

may be limited (see an example in Fig. 1(b)). Second, most

of these approaches only use the internal information of the

input image with no use of any external information. This

way, though these methods can be exploited for blind de-

noising with some adaption, there is still room for improve-

ment.

Besides the methods aforementioned, there are a few ap-

proaches [35, 18, 25], such as Multiscale [15], proposed to

address the image blind denoising problems. These meth-

ods generally are the integration of noise model estimation

and an adaptive denoising algorithm. Modeling the noise
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plays a central role in denoising. Similar to the prior based

denoising methods, most of these approaches only utilize

the internal information of a single input image. Moreover,

the model of noise is generally defined explicitly, which

may also limit their performance.

If blind denoising is left aside, there is another type

of denoising methods based on discriminative learning

worth to mention. These approaches [3, 30, 31], espe-

cially those based on Convolutional Neural Network (CNN)

[33, 16, 32], train a deep denoising network with paired

training datasets and learn the underlying noise model im-

plicitly, which obtains remarkable results. For the denois-

ing problem of known noise like Gaussian noise, it is possi-

ble to form paired training data and leverage these meth-

ods to achieve state-of-the-art performance. Particularly,

CNNs based approaches don’t have to depend on human

knowledge of image priors. They could fully exploit the

great capability of the network architecture to learn from

data, which breaks through the limitations of prior based

methods and further improves the performance. In general,

on the premise that the paired training dataset is available,

this kind of approaches outperforms the previous methods.

However, such a paired training dataset would be unavail-

able or hard to derive in reality [24]. Generally, what we

can only get is noisy images with the noise information un-

known. In addition, real noises are more complex so that

using the existing models, which were trained for denois-

ing known noises (e.g. Gaussian noise), to address realistic

problems couldn’t achieve good results (see an example in

Fig. 1(c)). As such, lacking paired training datasets, these

approaches might not be exploited to deal with the blind

denoising problems directly.

According to the above analysis, a seductive idea comes

to our mind: if it is possible to construct paired training

data only from the given noisy images, the image blind de-

noising problem would be better solved by leveraging the

advantages of discriminative learning and CNNs. Obvi-

ously, one solution to build such a training dataset is to

model the noise distribution over noisy images, and then

to sample noise data. As a typical approach, Gaussian Mix-

ture Model (GMM) has been widely adopted in previous

works [35, 34, 23] for noise modeling. Following their wis-

dom, GMM was first utilized in our experiments to model

the noise over the input realistic noisy images. However,

the noise samples generated from the learned model are not

very similar to the observed noise. Thus, a more suitable

noise modeling approach is needed under the considered

scenario.

The emergence of Generative Adversarial Network

(GAN) shows the possibility to us [7]. GAN is a framework

for estimating generative models. This framework consists

of a generative network and a discriminative network. Gen-

erally, the generative network is trained to generate samples

which are hard to be distinguished from real data, while

the discriminative network is trained to determine whether

a sample is from real data or the generative network. GAN

leverages the great capability of CNNs to learn the latent

noise model implicitly, which might loosen the dependency

on priors. A lot of practices [13, 28, 27] have proved that

GANs could learn complex distribution. If GANs could

be exploited to build a paired training dataset, the problem

above would be solved. That is actually the main purpose

of this paper. However, it is not trivial to realize this goal.

Once we have images with unknown noise, an intuitive way

to build paired training datasets is to train the generative

network of GAN to learn the mapping from a clean image

to an image with similar noise. Nonetheless, we found that

it doesn’t work this way. The generative network can be

trained to learn the distribution of real noisy images and

generate images with similar noise, but currently there are

no mechanisms to ensure the content of the original image

not to be changed. In order to solve this problem, an alterna-

tive solution is proposed: training the generative network to

produce the similar kind of noises rather than noisy images.

According to the previous analysis, we propose a novel

two-step framework in this paper. First, a GAN is trained

to estimate the noise distribution over the input noisy im-

ages and to generate noise samples. Second, the noise

patches sampled from the first step are utilized to construct

a paired training dataset, which is used, in turn, to train

a deep CNN for denoising the given noisy images. De-

tails will be demonstrated in section 3. Our approach over-

comes the aforementioned drawbacks of previous methods

and solves the key issue of discriminative learning based

denoising methods. Extensive experiments demonstrate the

superiority of our approach in image blind denoising.

The major contributions of this paper are at least two

folds: (1) We propose a GAN-CNN based framework to ad-

dress the problem of image blind denoising, which achieves

impressive results. When dealing with unknown noise,

GAN is utilized to solve the key issue of building paired

training datasets, and then CNN is employed for denois-

ing. (2) To the best of our knowledge, we are the first to

explore the potential of GAN in noise modeling. The abil-

ity of GAN to estimate complex distributions is exploited

to learn noise distributions implicitly, overcoming the diffi-

culty of explicitly defining the model of unknown noise.

2. Related Work

As the purpose of this paper is to develop an advanced

denoising algorithm with GAN based noise modeling in or-

der to improve the blind denoising performance, we briefly

present three kinds of related denoising methods first: im-

age prior based methods, noise modeling based blind de-

noising algorithms as well as discriminative learning based

approaches. Then, the GAN is introduced subsequently.
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2.1. Image Prior Based Denoising Methods

Most of denoising methods are based on image priors,

such as BM3D [4], NSCR [6], and WNNM [8]. Most these

methods do not require training data because they model the

image prior over the noisy image directly, and thus can be

employed to solve the denoising problem of unknown noise.

One of the classic methods is BM3D, which is a bench-

mark in image denoising. BM3D achieves impressive re-

sults by combining the non-local self-similarity model and

sparse model. More precisely, similar 2-D image fragments

are grouped into 3-D data arrays which are processed by

collaborative filtering subsequently. After that, jointly fil-

tered grouped image blocks are obtained and returned to

their original positions in the image. Nonetheless, there are

still some problems of BM3D and most image prior based

methods. First, the image priors adopted are defined mostly

based on human knowledge and may limit the denoising

performance. In addition, when modeling the image pri-

ors, most methods only utilize internal information of the

input image while the external information from other im-

ages, such as images taken under the same condition or from

a large dataset, is underused. If we could make full use of

all the information and leverage the benefits of mature dis-

criminative learning based methods as well, the denoising

performance may be further boosted.

2.2. Noise Modeling Based Blind Denoising Meth­
ods

To our best knowledge, only a few approaches [35, 15,

18, 26] have been proposed to address image blind de-

noising problems. As aforementioned, these methods are

the conjunction of noise modeling and an adaptive denois-

ing algorithm generally. Multiscale [15] is an adaption of

the Non-local Bayes approach [14]which assumes the noise

model of each patch and its nearby patches to be zero-mean

correlated Gaussian distributed. NMBD [35] proposes to

model image noise with mixture of Gaussian (MoG) and

develop a Low-rank MoG filter to recover the clean images.

These methods only utilize the internal information of a sin-

gle input image and explicitly define the noise model, which

may limit the capability of noise modeling and further affect

the denoising performance. If more external information,

better noise modeling methods as well as advantages of dis-

criminative learning could be exploited, the blind denoising

problem would be better addressed.

2.3. Discriminative Learning Based Denoising
Methods

To date, discriminative learning based approaches [33,

32, 16] have achieved significant success in image denois-

ing. These methods utilize the great capability of deep

network and external information from large datasets to

achieve impressive results. In particular, DnCNN [32] trains

a very deep CNN with residual learning and batch nor-

malization strategies and achieves state-of-the-art results in

Gaussian denoising. In addition, for blind Gaussian denois-

ing, DnCNN trains a single network by using noisy im-

ages of different levels. Although these methods achieve

high denoising quality, they cannot work in the absence of

paired training data, which is often the case in reality. If

the problem could be solved, this kind of methods could be

exploited to better solve image blind denoising problems.

2.4. Generative Adversarial Network (GAN)

Recently, Generative Adversarial Network (GAN) has

attracted extraordinary attention. GAN [7] has been pro-

posed to estimate the generative model, which sidesteps

some difficulties of using deep generative models, such as

approximating intractable probabilistic computations. In

general, GAN consists of a generative network and a dis-

criminative network. The discriminative network is trained

to determine whether a sample is from real data or the gen-

erative network. At the meantime, the generative network

is trained to produce samples good enough to fool the dis-

criminative network. During the training, the two networks

compete with each other and finally the distribution which

the generative network captures is as close as possible to the

distribution of real data. More applications of GANs can be

found in works [13, 28, 36, 5]. In these works, GANs show

the potential to learn complex distributions. However, it is

well known that training a GAN is tricky and unstable. DC-

GAN [27] has provided some useful guidelines for build-

ing and training GANs. WGAN [1, 9] further improves the

training of GANs by overcoming the difficulties of main-

taining the training balance between the generative network

and the discriminative model and designing the network ar-

chitecture. What’s more, high quality samples can be gen-

erated in WGANs. If GANs could be employed to gener-

ate paired training data for blind denoising problems, afore-

mentioned discriminative learning based methods will be

easily exploited to solve the problem.

3. GAN-CNN Based Blind Denoiser (GCBD)

For the image blind denoising problem, the basic idea of

our approach is to construct paired training data from the

given noisy images, and then to train a deep denoising net-

work for removing the noise from these given noisy images.

The key issue is to build the dataset and Generative Adver-

sarial Network (GAN) is adopted to solve this problem. As

we describe in section 1, it is difficult to train the genera-

tive network generally to learn the mapping from a clean

image to an image with similar noise to the given data. To

ease this problem, a generative network would be trained

to produce noise rather than noisy images. To simplify this

problem, we assume the images dealt with having the same

kind of unknown zero-mean noise [35, 20] which includes
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Figure 2. An overview of the proposed GCBD framework. Given

unpaired data, approximate noise blocks extracted from noisy

images are exploited to train a Generative Adversarial Network

(GAN) for noise modeling and sampling. A large number of noise

blocks are sampled from the trained GAN model. Then, both ex-

tracted and generated noise blocks are combined with clean im-

ages to obtain paired training data which is used to train a deep

Convolutional Neural Network (CNN) for denoising the input

noisy images.

a wide range of noises. An overview of the proposed frame-

work is illustrated in Fig. 2. The following subsections are

organized according to the steps mentioned above.

3.1. Noise Modeling

Before building the paired training dataset, approximate

noise blocks need to be extracted from the given noisy im-

ages. Then, these blocks are used to better train the GAN

for noise modeling and noise data generation.

3.1.1 Noise Block Extraction

This is an important step to correctly train a GAN to model

the unknown noises, since the noise distribution would be

better estimated from noise-dominant data. To reduce the

impact of the original background, a set of approximate

noise blocks (or patches), say V, need to be extracted first

from the parts with weak background in the given noisy im-

ages. This way, the noise distribution becomes the main ob-

jective for the GAN to learn, which might make the GAN

model more accurate. Under the assumption that the ex-

pectation of the noise distribution is zero, an approximate

noise patch can be obtained by subtracting the mean of a

relatively smooth patch in noisy images. The smooth patch

we discuss here refers to the region where the internal parts

are very similar.

Based on the discussion above, we propose a fast smooth

patch search algorithm. Let pi and qi
j denote a global patch

with size d × d and a local patch of pi with size h × h re-

spectively. Each pi is obtained by scanning the whole noisy

image with stride sg and each qi
j is obtained by scanning

pi with stride sl. In the algorithm, whether pi is a smooth

Figure 3. The network architecture of the Generative Adversarial

Network. The x̃ is a noise block generated by the generative net-

work, and the x is a noise block extracted from noisy images. The

filter number of the generative network from the second to the last

unit is 256, 128, 64, and is equal to the output channel number

respectively. The filter number of the discriminative network from

the first to the fourth unit is 64, 128, 256, and 512 respectively.

patch is determined by the differences of mean and vari-

ance between pi and qi
j for each j. More precisely, two

constraints are defined first as

|Mean(qi
j)−Mean(pi)| ≤ µ ·Mean(pi), (1)

and

|V ar(qi
j)− V ar(pi)| ≤ γ · V ar(pi), (2)

where Mean(•) and V ar(•) calculate the mean and the

variance respectively, and µ, γ ∈ (0, 1). If for each j, the

two constraints are satisfied, pi will be regarded as a smooth

patch and added to the set S.

When S = {s1, s2, · · · , st} is obtained by applying the

algorithm to all noisy images, the set of approximate noise

blocks V = {v1,v2, · · · ,vt} can be derived by vi = si −
Mean(si). Nowadays, the devices that we use generally

produce high resolution images. There are a large number

of eligible smooth areas in these images, such as the sky,

walls and so on. Thus, sufficient smooth patches can be

found in limited images, which means enough noise blocks

can be extracted to train a GAN in the next step.

3.1.2 Noise Modeling with GAN

The patterns and quantity of noise blocks extracted in the

last subsection are limited, especially when input noisy im-
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ages are not enough. The results of training a deep CNN

only with these blocks are not so satisfying (see discussion

in Section 4.5). To boost the denoising performance, one

solution is to model the noise distribution over these ex-

tracted blocks V, and then to generate more noise data (any

number of samples with more diversity) for the training of

CNN. Therefore, in this subsection, the GAN will be intro-

duced as a promising choice.

The basic idea of GAN has been briefly mentioned

in section 1 and 2. As a framework to estimate gen-

erative models, GAN has the capability to learn com-

plex distributions. What’s more, GANs can be trained by

back-propagation algorithm and produce noise samples by

forward-propagation only without involving another com-

ponent. In the proposed method, a GAN is adopted to esti-

mate the noise distribution over a set of approximate noise

blocks V. Since WGAN [1] may improve the training of

GANs and generate high quality samples as described pre-

viously in the section of related works. Therefore, in our

experiments, WGAN-GP [9], which is an improved version

of WGAN, is adopted to learn the noise distribution. The

objective function for our task is

LGAN = E
x̃∼Pg

[D(x̃)]− E
x∼Pr

[D(x)] + λ E
x̂∼Px̂

[(‖ ∇x̂D(x̂) ‖
2
−1)2],

(3)

where Pr is the distribution over V, Pg is the generator dis-

truibution, Px̂ is defined as a distribution sampling uniform-

lly along straight lines between pairs of points sampled from

Pr and Pg . See more details in [9].

We adopt the similar network to DCGAN [27]. The net-

work structure is illustrated in Fig. 3. More details can be

found in [27]. The trained GAN model is used to gener-

ate noise samples for augmenting V and finally a larger set

V′ = {v′

1,v
′

2, · · · ,v
′

w} is obtained.

3.2. Denoising with Deep CNN

Many previous works [33, 32, 16] have proposed to solve

denoising problems by training a CNN with large datasets

and achieved impressive results. As described in Section

1 and 2, CNNs own the great capability of the network ar-

chitecture to learn the latent noise model from the paired

training dataset implicitly, which loosens the dependency

on human knowledge of image priors. Thus, a CNN is uti-

lized in our framework for denoising.

In order to train the CNN, a paired training dataset need

to be built first. Given the set V′ obtained from the sec-

tion 3.1.2, another set of clean images are divided into

small patches of size d × d which form the set X =
{x1,x2, · · · ,xe}. Noise blocks in V′ are randomly added

to patches in X to obtain Y = {y1,y2, · · · ,yf}, where

yl = xj + v′

k. The set X and Y form a paired training

dataset {X,Y}. Actually, the dataset is built during the

Figure 4. The network architecture of the Convolutional Neural

Network. The input is a noisy image yi, and the output is the

difference R(yi; Θ) between the input and the latent clean image.

The predicted clean image can be obtained by yi - R(yi; Θ). The

filter number of the last unit is equal to the output channel number.

Each of the other units contains 64 filters.

training of the denoising network. In each epoch, the com-

binations of xj and v′

k are changed and a new dataset

{X,Y′} is obtained, which leads to further data augmen-

tation.

Once the paired training dataset is built, a CNN can be

trained for denoising finally. We adopt the similar network

structure to DnCNN [32] in our experiments. The CNN

is regarded as a single residual unit to predict the residual

image, i.e., the difference between the input noisy image

and the latent clean image. The objective function to be

minimized is defined as

LCNN (Θ) =
1

2N

N∑

i=1

‖ R(yi; Θ)− (yi − xi) ‖
2

F
, (4)

where Θ is the parameters of the network, N is the size of

training data, yi is a noisy image, xi is the ground truth.

Batch Normalization [12], ReLU [11] as well as residual

learning strategy [10] are also adopted to improve the train-

ing of the deep network.

The network structure of the CNN, which consists of 17

units, is illustrated in Fig. 4. Zero padding is adopted to

ensure the dimension of the input and output is consistent.

4. Experiments

In this section, we evaluate the proposed GCBD method

on both synthetic and real-world data. Comparisons are

made among several representative approaches. Four parts

of experiments are carried out: (1) to verify the accuracy of

noise modeling with GAN, GCBD is compared with state-

of-the-art denoising methods, especially a discriminative
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(a) Noisy / 34.86 (b) BM3D / 38.36 (c) DnCNN-B / 38.12 (d) Multiscale / 35.18 (e) GCBD / 40.30 (f) Ground truth

Figure 5. Comparison (PSNR/dB) on BSD68 in the evaluation of mixture noise denoising with s = 25. Zoom in for better view.

Table 1. The PSNR (dB) results of all the compared methods on BSD68 in synthetic noise denoising tasks.
Gaussian Noise

Mode Non-Blind Blind

Method BM3D EPLL NCSR WNNM Multiscale DnCNN-B GCBD

Setting - - - - scale = 1 scale = 2 - -

σ = 15 31.07 31.21 31.19 31.37 30.48 29.72 31.61 31.59

σ = 25 28.57 28.68 28.62 28.83 27.58 26.77 29.16 29.15

Mixture Noise

Mode Non-Blind Blind

Method BM3D EPLL NCSR WNNM Multiscale DnCNN-B GCBD

Setting - - - - scale = 1 scale = 2 - -

s = 15 41.08 41.06 41.06 41.04 38.99 37.98 40.75 42.00

s = 25 37.85 37.76 37.98 37.63 35.54 35.12 37.54 39.87

learning based approach DnCNN [32], in Gaussian blind

denoising tasks (in section 4.2.1); (2) to show that GCBD

can deal with more complex noise besides Gaussian noise,

the evaluation is conducted with mixture noise (in section

4.2.2); (3) to examine the applicability to realistic problems,

another evaluation is done with a public benchmark dataset

and noisy images taken by a consumer device (in section

4.3); (4) to give some discussion about the selection of noise

modeling method, noise samples are shown to illustrate the

reason to choose GAN rather than other traditional meth-

ods, such as GMM. Extensive experiments demonstrate the

superiority of GCBD in image blind denoising problems.

4.1. Experimental Setting

Experimental Data In the experiments on synthetic data,

BSD68 [29] is utilized as the test set. In the experiments on

real-world data, the evaluations are conducted on a bench-

mark dataset Darmstadt Noise Dataset (DND) [24] and a

dataset NIGHT which includes 25 high resolution noisy im-

ages (about 3000 x 2000 pixels) taken by an ordinary mo-

bile (iPhone 5s) at night. For the proposed GCBD, a set of

clean images (CLEAN1) is used to build the paired train-

ing dataset with noise data generated by GAN. In order to

simulate the condition where large images are processed in

reality, noises are added to another set of high resolution

clean images (CLEAN2) to form the input noisy images for

GCBD in the evaluation with synthetic data.

Parameter Settings In the noise extraction step, param-

eters d, h, sg , sl, µ and γ are set to 64, 16, 32, 16, 0.1

and 0.25 respectively. For noise modeling with GAN, we

roughly follow the parameter settings in DCGAN [27]. For

the CNN, it is trained with initial learning rate 0.001 and

SGD optimizer for 50 epochs.

Compared Methods The competing approaches include

BM3D [4], EPLL [38], NCSR [6], WNNM [8], Multiscale

[15], DnCNN [32] and the proposed GCBD. Particularly,

in order to reveal the limitations of discriminative learn-

ing based methods when dealing with blind denoising prob-

lems, the available blind model of DnCNN for Gaussian

denoising, denoted as DnCNN-B, is adopted in the evalua-

tion. Specifically, DnCNN-B is trained with accurate Gaus-

sian noise data from different levels (i.e. σ ∈ [0, 55]), which

achieves state-of-the-art blind Gaussian denoising results.

4.2. Evaluation with Synthetic Noise

In this part, different types of zero-mean synthetic noise

data are generated and added to BSD68 [29] to evaluate all

the competing methods. In this evaluation, except for Mul-

tiscale, DnCNN-B and GCBD, the other methods are pro-

vided with real noise levels (i.e. the standard deviation σ).

Gaussian Noise It’s essential to conduct experiments of

blind Gaussian denoising since Gaussian noise is one of the

widely-studied noises. Table. 1 shows different results of all

the compared methods. Though no noise information is pro-

vided, GCBD still outperforms BM3D, EPLL, WNNM and

Multiscale. Particularly, GCBD achieves comparable re-

sults with DnCNN-B. This is impressive because DnCNN-

B is trained with accurate data while GCBD is trained
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with approximate data generated by GAN. This experiment

demonstrates the accuracy of noise modeling through using

GAN. More image examples can be found in the supple-

mentary.

Mixture Noise Besides Gaussian noise, we further evalu-

ate the performance of several methods in complex noise

denoising tasks. The mixture noise [34] adopted in

the experiments consists of 10% uniform noise [−s, s],
20% Gaussian noise N(0, 1) and 70% Gaussian noise

N(0, 0.01). Table. 1 shows the quantitative results. In

this task, GCBD also performs much better than BM3D,

EPLL, WNNM and Multiscale, which further shows the su-

periority of GCBD in blind denoising problems. Particu-

larly, DnCNN-B cannot work well because the paired train-

ing dataset is unavailable. On the contrary, the proposed

GCBD exploits GAN to estimate the noise distribution of

noisy images and addresses the problem of lack of training

data, which achieves remarkable denoising results. An ex-

ample is shown in Fig. 5 and more examples can be found

in the supplementary.

For the above cases (Gaussian and Mixture noises), the

proposed method works well. Specifically, the deviation of

the distribution learned by GAN over extracted noise blocks

from the ground truth distribution is about 0.3% for mean

and 1.5% for standard deviation on average.

4.3. Evaluation with Real­World Noise

Evaluation on DND DND [24] is a novel benchmark

dataset which consists of realistic photos from 50 scenes

taken by 4 consumer cameras. The competing methods are

applied and evaluated in sRGB space in this part. Table.

2 shows the PSNR results. GCBD outperforms the other

methods by about 1 dB at least.

Table 2. The PSNR (dB) results of all the compared methods on

DND in real-world noise denoising tasks.
Method WNNM EPLL NCSR BM3D GCBD

PSNR (dB) 34.44 33.51 33.81 34.61 35.58

Evaluation on NIGHT It is common that we get noisy

images at night. Thus, the experiments in this part are con-

ducted on dataset NIGHT. The goal of this evaluation is to

test whether a method can reduce the noise in given noisy

images and further reduce the noise in other images taken

under similar conditions (i.e. same device, same scenario).

The NIGHT dataset is divided into 20 images (denoted as

NIGHT-A) and the other 5 images (denoted as NIGHT-B).

NCSR and BM3D are evaluated at a default setting σ = 25.

For the proposed GCBD, only NIGHT-A is used as input.

Because images in NIGHT have no ground truth, the vi-

sual quality is the main metric. Fig. 7 shows the results

Figure 6. Noise samples (scaled). Zoom in for better view.

of different methods on NIGHT-A. As we can see, com-

pared with the other methods, GCBD does a pretty good

job at retaining details, such as the spark of the light, while

removing the noise. Fig. 8 shows the results on NIGHT-

B. GCBD also achieves the best result, which demonstrates

that GCBD can be employed to handle noisy images taken

under similar conditions.

4.4. Selection of Noise Modeling Methods

As described in section 1, as a typical modeling method,

GMM has been widely utilized in previous works like

[35, 34, 23] for noise modeling. However, due to the com-

plexity of real-world noises, a traditional pixel-based GMM

may not handle realistic cases well as GAN under the con-

sidered scenario in this paper. Figure. 6 shows some noise

samples to illustrate the modeling capability for real noises.

The sample generated by GAN is more similar to the ob-

served real noises than that generated by GMM, which

could demonstrate that GAN may deal with more complex

noises better than a simple pixel-based GMM. This is be-

cause the number of Gaussian models and the explicitly-

defined model may limit the performance of GMM while

GAN leverages the great capability of CNN to learn the

noise model implicitly and to capture more features of

noises without human knowledge of image priors. This

way, GAN shows a potential in noise modeling problems.

Furthermore, since the proposed framework is flexible, the

noise modeling component could be replaced with better

choices in the future.

4.5. Breakdown Performance Analysis of GCBD

The most important part of the proposed framework is

noise modeling, which includes extracting noise blocks and

learning the noise distribution by GAN. In this part, the ef-

fect of the first step will be investigated first followed by the

discussion about the accuracy of noise modeling with GAN.

Effect of Noise Blocks Extraction Step If only the ex-

tracted noise blocks are used to build the dataset for CNN,

the results are 0.34 dB and 0.91 dB lower than GCBD on

average for Gaussian noise and Mixture noise cases respec-

tively. This is because the extracted blocks might lack of di-

versity, especially when input noisy images are not enough.

In contrast, GCBD leverages GAN to learn the noise dis-

tribution and then to generate samples with more diversity,

which could make up for the deficiency of only using ex-

tracted blocks. Therefore, it is effective to use noise model-
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(a) Noisy (b) NCSR (c) CBM3D

(d) CDnCNN-B (e) Multiscale (f) GCBD

Figure 7. Comparison on NIGHT-A in the evaluation of Real-World Noise Denoising. Zoom in for better view.

(a) Noisy (b) NCSR (c) CBM3D

(d) CDnCNN-B (e) Multiscale (f) GCBD

Figure 8. Comparison on NIGHT-B in the evaluation of Real-World Noise Denoising. Zoom in for better view.

ing for data augmentation to improve the denoising results.

Effect of Noise Modeling with GAN To verify the ef-

fectiveness of noise modeling with GAN, the accurate syn-

thetic noise data were used as input to train GCBD. Tak-

ing mixture noise as an example, GCBD achieved 42.42 dB

and 40.21 dB for s = 15 and 25 respectively, which is on par

with the results of DnCNN that trained with similar accurate

data (42.46 dB and 40.22 dB for s = 15 and 25 respectively).

Moreover, when handling complex realistic noises, GCBD

can learn the noise distribution well and generate good sam-

ples (see Figure. 6). All these facts indicate that using GAN

to model the noises could be accurate.

5. Conclusion

In this paper, we attempted to improve the performance

of image blind denoising by exploiting deep learning based

methods in the absence of paired training data. The pro-

posed GCBD can improve the blind denoising performance.

The GAN is utilized to learn noise distribution and to build

the paired training dataset to train the CNN for denoising.

Extensive experiments demonstrate the superiority of our

method. To the best of our knowledge, we are the first to

explore the potential of GAN in noise modeling and employ

it in denoising tasks. One limitation of our method is that

the noise is assumed to be additive noise with zero mean.

This type of noise is common in natural environment and

includes a wide range of noises. If the expectation of the

unknown noise is available, it would be the same procedure

as our approach. Next, we will consider to overcome this

limitation.
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