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Abstract

Images are not simply sets of objects: each image represents a web of interconnected relationships. These relationships between entities carry semantic meaning and help a viewer differentiate between instances of an entity. For example, in an image of a soccer match, there may be multiple persons present, but each participates in different relationships: one is kicking the ball, and the other is guarding the goal. In this paper, we formulate the task of utilizing these “referring relationships” to disambiguate between entities of the same category. We introduce an iterative model that localizes the two entities in the referring relationship, conditioned on one another. We formulate the cyclic condition between the entities in a relationship by modelling predicates that connect the entities as shifts in attention from one entity to another. We demonstrate that our model can not only outperform existing approaches on three datasets — CLEVR, VRD and Visual Genome — but also that it produces visually meaningful predicate shifts, as an instance of interpretable neural networks. Finally, we show that by modelling predicates as attention shifts, we can even localize entities in the absence of their category, allowing our model to find completely unseen categories.

1. Introduction

Referring expressions in everyday discourse help identify and locate entities in our surroundings. For instance, we might point to the “person kicking the ball” to differentiate from the “person guarding the goal” (Figure 1). In both these examples, we disambiguate between the two persons by their respective relationships with other entities [23]. While one person is kicking the ball, the other is guarding the goal. The eventual goal is to build computational models that can identify which entities others are referring to [34].

† = equal contribution
1We use the term “entities” for what is commonly referred to as “objects” to differentiate from the term object in <subject-predicate-object> relationships.

To enable such interactions, we introduce referring relationships — a task where, given a relationship, models should know which entities in a scene are being referred to by the relationship. Formally, the task expects an input image along with a relationship, which is of the form <subject - predicate - object>, and outputs localizations of both the subject and object. For example, we can express the above examples as <person - kicking - ball> and <person - guarding - goal> (Figure 1). Previous work has attempted to disambiguate entities of the same category in the context of referring expression comprehension [28, 24, 41, 42, 11]. Their task expects a natural language input, such as “a person guarding the goal”, resulting in evaluations that require both natural language as well as computer vision components. It can be challenging to pinpoint whether errors made by these models occur from either the language or the visual components. By interfacing with a structured relationship input, our task is a special case of referring expressions that alleviates the need to model language.
Referring relationships retain and refine the algorithmic challenges at the core of prior tasks. In the object localization literature, some entities such as zebra and person are highly discriminative and can be easily detected, while others such as glass and ball tend to be harder to localize [29]. These difficulties arise due to, for example, small size and non-discriminative composition. This difference in difficulty translates over to the referring relationships task. To tackle this challenge, we use the intuition that detecting one entity becomes easier if we know where the other one is. In other words, we can find the ball conditioned on the person who is kicking it and vice versa. We train this cyclic dependency by rolling out our model and iteratively passing messages between the subject and the object through an operator defined by the predicate. We describe this operator in more detail in Section 3.

However, modelling this predicate operator is not straightforward, which leads us to our second challenge. Traditionally, previous visual relationship papers have learned an appearance-based model for each predicate [20, 23, 26]. Unfortunately, the drastic appearance variance of predicates, depending on the entities involved, makes learning predicate appearance models challenging. For example, the appearance for the predicate carrying can vary significantly between the following two relationships: <person-carrying-phone> and <truck-carrying-hay>. Instead, inspired by the moving spotlight theory in psychology [18, 35], we bypass this challenge by using predicates as a visual attention shift operation from one entity to the other. While one shift operation learns to move attention from the subject to the object, an inverse predicate shift similarly moves attention from the object back to the subject. Over multiple iterations, we operationalize these asymmetric attention shifts between the subject and the object as different types of message operations for each predicate [37, 9].

In summary, we introduce the task of referring relationships, whose structured relationship input allows us to evaluate how well we can unambiguously identify entities of the same category in an image. We evaluate our model on three vision datasets that contain visual relationships: CLEVR [12], VRD [23] and Visual Genome [17]. 33%, 60.3%, and 61% of relationships in these datasets refer to ambiguous entities, i.e. entities that have multiple instances of the same category. We extend our model to perform attention saccades [36] using relationships belonging to a scene graph [14]. Finally, we demonstrate that in the absence of a subject or the object, our model can still disambiguate between entities while also localizing entities from new categories that it has never seen before.

2. Related Work

To properly situate the task of referring relationships, we explore the evolution of visual relationships as a representation. Next, we survey the inception of referring expression comprehension as a similar task, summarize how attention has been used in the deep learning literature, and survey other technical approaches that are similar to our approach.

There is a long history of vision papers moving beyond simple object detection and modelling the context around the entities [27, 31] or even studying object co-occurrences [8, 19, 25] to improve classification and detection itself. Our task on referring relationships was motivated by such papers. Unlike these models, we utilize a formal definition for context in the form of a visual relationship. Pushing along this thread, visual relationships were initially limited to spatial relationships: above, below, inside and around [8]. Relationships were then extended to include human interactions, such as holding and carrying [40]. Extending the definition further, the task of visual relationship detection was introduced along with a dataset of spatial, comparative, action and verb predicates [23]. More recently, relationships were formalized as part of an explicit formal representation for images called scene graphs [14, 17], along with a dataset of scene graphs called Visual Genome [17]. These scene graphs encode the entities in a scene as nodes in a graph that are connected together with directed edges representing their relative relationships. Scene graphs have shown to improve a number of computer vision tasks, including semantic image retrieval [33], image captioning [1] and object detection [30]. Newer work has extended models for relationship detection to use co-occurrence statistics [26, 32, 37] and have even formulated the problem in a reinforcement learning framework [21]. These papers focused primarily on detecting visual relationships categorically — they output relationships given an input image. In contrast, we focus on the inverse problem of localizing the entities that take part in an input relationship. We disambiguate entities in a query relationship from other entities of the same category in the image. Moreover, while all previous work has attempted to learn visual features of predicates, we propose that the visual appearances of predicates are too varied and can be more effectively learnt as an attention shift, conditioned on the entities in the relationship.

Such an inverse task of disambiguating between different regions in an image has been studied under the task of referring expression comprehension [24]. This task uses an input language description to find the referred entities. This work has been motivated by human-robot interaction, where the robot would have to disambiguate which entities the human user is referring to [34]. Models for their task have been extended to include global image contrasts [41], visual relationships [1] and reward-based reinforcement systems.
Figure 2: Referring relationships’ inference pipeline begins by extracting image features, which are then used to generate an initial grounding of the subject and object independently. Next, these estimates are used to shift the attention using the predicate from the subject to where we expect the object to be. We modify the image features by focusing our attention to the shifted area when refining our new estimate of the object. Simultaneously, we learn an inverse shift from the initial object to the subject. We iteratively pass messages between the subject and object through the two predicate shift modules to finally localize the two entities.

that encourage the generation of unique expressions for different image regions [41]. Unfortunately, all these models require the ability to process both natural language as well as visual constructs. This requirement makes it difficult to disentangle the mistakes as a result of poor language modelling or visual understanding. In an effort to ameliorate these limitations, we propose the referring relationships task — simplifying referring expressions by replacing the language inputs with a structured relationship. We focus solely on the visual component of the model, avoiding confounding errors from language processing.

One key observations about predicates is their large variance in visual appearance [23]. For example, consider these two relationships: <person - carrying - phone> and <truck - carrying - hay>. We use an insight from psychology [18, 35], specifically the moving spotlight theory, which suggests that visual attention can be modelled as a spotlight that can be conditioned on and directed towards specific targets. The use of attention has been explored to improve image captioning [38, 2] and even stacked to improve question answering [13, 39]. In comparison, we model two discriminative attention shifting operations for each unique predicate, one conditioned on the subject to localize the object and an inverse predicate shift conditioned on the object to find the subject. Each predicate utilizes both the current estimate of the entities as well as image features to learn how to shift, allowing it to utilize both spatial and semantic features.

Our work also has similarities to knowledge bases, where predicates are often projections in a defined semantic space [3, 6, 22]. Such a method was recently used for visual relationship detection [43]. While these methods have seen success in knowledge base completion tasks, they have only led to a marginal gain for modelling visual relationships. However, unlike these methods, we do not model predicates as a projection in semantic space but as a shift in attention conditioned on an entity in a relationship. Our method can be thought of as a special case of deformable parts model [7] with two deformable parts, one for each entity. Finally, our messaging passing algorithm can be thought of as a domain-specific specialized version to the message passing in graph convolution approximation methods [9, 15].

3. Referring relationships model

Recall that our aim is to use the input referring relationship to disambiguate entities in an image by localizing the entities involved in the relationship. Formally, the input is an image $I$ with a referring relationship, $R = \langle S - P - O \rangle$, which are the subject, predicate and object categories, respectively. The model is expected to localize both the subject and the object.

3.1. Problem formulation

We begin by using a pre-trained convolutional neural network (CNN) to extract a $L \times L \times C$ dimensional feature map from the image $\mu = \text{CNN}(I)$. That is, for each image, we extract a 3-dimensional tensor of shape $L \times L \times C$, where $L$ is the spatial size of the feature map while $C$ is the number of feature channels. Our goal is to decide if each $L \times L$ image region belongs to the subject or object or neither. We can model this problem by representing the image by two binary random variables $X, Y$. For $i = 1 \ldots L \times L$,
As shown in previous work, relationships like above away from how previous work to another. Relationships like assuming weighted gaussians as pairwise potentials. Such papers allow fully differential inference detected while others like glass.

Fields (CRF). The two challenges are (1) the dimensionality of the localization of one entity on the other. If we know where to localize. We can overcome this problem by conditioning the model to find the object and vice versa. The two asymmetric attention shifts, one that shifts the location from the object to its estimate of where it thinks the object is and another one that does the inverse from the object to the subject. We denote these shift operations as Sh(·) and Sh−1(·), respectively and define them as n convolutions applied in series to the initial estimated assignments:

\[ \hat{x}^0 = Sh(\hat{y}^0, P) = \bigcirc_l^n ReLU(\hat{x}^0 \ast F^{-1}_l(P)) \]

\[ \hat{y}^0 = Sh(\hat{x}^0, P) = \bigcirc_l^n ReLU(\hat{y}^0 \ast F_l(P)). \]

where Emb(·) embeds the entity into a C dimensional semantic space. Note that ReLU(·) is the Rectified Linear Unit operator. \( \hat{x}^0, \hat{y}^0 \) denote the initial attention over the subject and object, which are not conditioned on the predicate at all and only use the entities.

Predicate shift modules. Inspired by the message passing protocol in CRF’s, we design a more general message passing function to transfer information between the two entities. Each message is passed from the subject’s estimate to localize the object and vice versa. In practice, we want the message passed from the subject to the object to be different from the one passed from the object back to the subject. Since we learn two asymmetric attention shifts, one that shifts the location from the subject to its estimate of where it thinks the object is and another one that does the inverse from the object to the subject. We denote these shift operations as Sh(·) and Sh−1(·), respectively and define them as n convolutions applied in series to the initial estimated assignments:

\[ \hat{x}^0_{\text{shift}} = Sh^{-1}(\hat{y}^0, P) = \bigcirc_l^n ReLU(\hat{y}^0 \ast F^{-1}_l(P)) \]

\[ \hat{y}^0_{\text{shift}} = Sh(\hat{x}^0, P) = \bigcirc_l^n ReLU(\hat{x}^0 \ast F_l(P)). \]

where the \( \bigcirc_l^n \) implies that we perform the operation n times, each parametrized by \( F^{-1}_l(P) \) and \( F_l(P) \) which correspond to learned convolution filters for the inverse predicate and the predicate operations respectively. The \( \ast \) operator indicates a convolution with kernels \( F^{-1}_l(P) \) and \( F_l(P) \) of size \( k_l = k \) with \( c_l \) channels. We set \( c_n = 1 \) for the last convolution to ensure that \( Sh^{-1}(·) \) in fact learns the inverse attention shift of \( Sh(·) \). Note that we do not provide any supervision to our shifts and the model is tasked to learn these shifts to improve its entity localizations. The outputs of these two predicate shift operators is a new estimate attention mask over where the model expects to find the object, \( \hat{x}^0_{\text{shift}} \), conditioned on its initial estimate of the subject, \( \hat{x}^0 \) and vice versa from \( \hat{y}^0 \) to \( \hat{y}^0_{\text{shift}} \).

Each predicate learns its own set of shift and inverse shift functions. And by allowing multiple channels \( c_l \) for each set of kernels, our model can formulate shifts as a mixture. For example, carrying might want to focus on the top of the object when the relationship is <person - carrying - phone> while focusing towards the bottom when the relationship is <person - carrying - bag>.

3.2. Symmetric stacked attention shifting (SSAS) model

Before we specify our attention and shift operators, let’s revisit the challenges in referring relationships to motivate our design decisions. The two challenges are (1) the difference in difficulty in object detection and (2) the drastic appearance variance of predicates. First, the difference in difficulty arises because some objects like zebra and person are highly discriminative and can be easily detected while others like glass and ball tend to be harder to localize. We can overcome this problem by conditioning the localization of one entity on the other. If we know where the person is, we should be able to estimate the location of the ball that they are kicking.

Second, predicates tend to vary in appearance depending on the objects involved in the relationship. To deal with the wide appearance variance of predicates, we move away from how previous work attempted to learn appearance features of predicates and instead treat predicates as a mechanism for shifting the attention from one object to another. Relationships like above should learn to focus attention down from the subject when locating the object, and the predicate left of should focus the attention to the right of the subject. Inversely, once we locate the object, the model should use left of to focus attention to the left to confirm its initial estimate of the subject. Note that not all predicates are spatial, so we also ensure that we can model their visual appearances by conditioning the shifts on the image features as well.

Attention modules. With these design goals in mind, we formulate the attention module as an initial estimate of the subject and object localizations by approximating the maximizers \( x^*, y^* \) with the soft attention \( \text{Att}(·) \):

\[ \hat{x}^0 = \text{Att}(\mu, S) = \text{ReLU}(\mu \cdot \text{Emb}(S)) \]

\[ \hat{y}^0 = \text{Att}(\mu, O) = \text{ReLU}(\mu \cdot \text{Emb}(O)) \]

where \( \text{Emb}(·) \) embeds the entity into a C dimensional semantic space. Note that \( \text{ReLU}(·) \) is the Rectified Linear Unit operator. \( \hat{x}^0, \hat{y}^0 \) denote the initial attention over the subject and object, which are not conditioned on the predicate at all and only use the entities.
Since we want every image region $X_i$ to pass a message to all other regions $Y_j$, we enforce that $n > L/k$, i.e. we need a minimum of $L/k$ number of convolutions in series. We arrive at this restriction because the maximum spatial distance that a message needs to travel is $\sqrt{2L}$ and the furtherest image region it can send a message to in each iteration is $\sqrt{2k}$, where $L$ is the image feature size and $k$ is the kernel size of each predicate shift convolution.

**Running iterative inference.** Once we have these estimates, we can modify our image features with using a element-wise multiplication across the $C$ channels in the feature map. We can then pass it back to the subject and object attention modules to update their locations:

$$\hat{x}^1 = \text{Att}(x_{shift}^0 \times \mu, S) \quad (5)$$  
$$\hat{y}^1 = \text{Att}(y_{shift}^0 \times \mu, O) \quad (6)$$

We can continuously update these locations, conditioned on one another. This amounts to running a maximum a posteriori inference on one entity while using the other entity’s previous location. We finally output $\hat{x}^t$ and $\hat{y}^t$ where $t$ is a hyper-parameter that determines the number of iterations for which we run inference.

**Image Encoding.** We extract image features using an ImageNet pre-trained [29] ResNet50’s [10] last activation layer of conv4 which outputs a $14 \times 14 \times 512$ dimensional representation and finetune the features. We find that our model performs best with predicate convolution filters with kernel size $5 \times 5$ and 10 channels.

**Training details.** We use RMSProp as our optimization function with an initial learning rate of 0.0001 decaying by 30% when the validation loss does not decrease for 3 consecutive epochs. We train for a total of 30 epochs and embed all of our objects and predicates in a 512 dimensional space.

4. Experiments

We start our experiments by evaluating our model’s performance on referring relationships across three datasets, where each dataset provides a unique set of characteristics that complement our experiments. Next, we evaluate how to improve our model in the absence of one of the entities in the input referring relationship. Finally, we conclude by demonstrating how our model can be modularized and used to perform attention saccades through a scene graph.

4.1. Datasets and Baselines

**CLEVR.** CLEVR is a synthetic dataset generated from scene graphs [12], where the relationships between objects are limited to 4 spatial predicates (left, right, front, behind) and 48 distinct entity categories. With over $5M$ relationships where 30% are ambiguous, along with the ease of localizing object categories, this dataset also allows us to explicitly test the effects of our predicate attention shifts without confounding errors from poor image features or noise in real world datasets.

**VRD.** Visual relationship detection (VRD) is the most widely benchmarked dataset for relationship detection in real world images [23]. It consists of 100 object and 70 predicate categories in $5k$ images, with 60% ambiguous relationships out of a total of $38k$. With a few examples per object and predicate category, this dataset allows us to evaluate how our model performs when starved for data.

**Visual Genome.** Visual Genome is the largest dataset for visual relationships in real images that is publicly available [17]. It contains 100k images with over $2.3M$ relationship instances. We use version 1.4, which focuses on the 100 most common objects with the 70 most common predicate categories. Our experiments on Visual Genome represent a large scale evaluation of our method where 61% of relationships refer to ambiguous entities.

**Evaluation Metrics.** Recall that the output of our model is localizing the subject and the object of the referring relationship. To evaluate how our model performs, we report the Mean Intersection over Union (IoU), a common metric used in localizing salient parts of an image [4, 5]. This metric measures the average intersection over union between the predicted image regions to those in the ground truth bounding boxes. Next, we report the KL-divergence, which measures the dissimilarity between the two saliency maps and heavily penalizes false positives.

**Baseline models.** We create three competitive baseline models inspired by related work in entity co-occurrence [8], spatial attention shifts [18] and visual relationship detection [23]. The first model tests how much we can leverage only the entities’ co-occurrence, without using the predicate. This model simply embeds the subject and the object and combines them to collectively attend over the image features. The next baseline embeds the entities along with the predicate using a series of dense layers, similar to the vision component in relationship embeddings used in visual relationship detection (VRD) [23, 11]. This model has access to the entire relationship when finding the two entities. Finally, the third baseline replaces our learnt predicate shifts with a spatial shift that we statistically learn for each predicate in the dataset (see supplementary for details). This final model tests whether our model utilizes both semantic information from images and not just the spatial information from the entities to make predictions.

4.2. Results

**Quantitative results.** Across all the datasets, we find that the co-occurrence model is unable to disambiguate between instances of the same category and only performs well when there is only one instance of that category in an image. The spatial shift model does better than the other baselines on CLEVR, where the predicates are spatial and
Table 1: Results for referring relationships on CLEVR [12], VRD [23] and Visual Genome [17]. We report Mean IoU and KL divergence for the subject and object localizations individually.

<table>
<thead>
<tr>
<th></th>
<th>CLEVR</th>
<th>VRD</th>
<th>Visual Genome</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean IoU ↑</td>
<td>KL divergence ↓</td>
<td>Mean IoU ↑</td>
</tr>
<tr>
<td>Co-occurrence [8]</td>
<td>0.691 0.691</td>
<td>0.347 0.389</td>
<td>0.414 0.490</td>
</tr>
<tr>
<td>Spatial shift [18]</td>
<td>0.740 0.740</td>
<td>0.320 0.371</td>
<td>0.399 0.469</td>
</tr>
<tr>
<td>VRD [23, 11]</td>
<td>0.734 0.732</td>
<td>0.345 0.387</td>
<td>0.417 0.480</td>
</tr>
<tr>
<td>SSAS(iter1)</td>
<td>0.742 0.748</td>
<td>0.358 0.404</td>
<td>0.426 0.491</td>
</tr>
<tr>
<td>SSAS(iter2)</td>
<td>0.777 0.779</td>
<td>0.365 0.410</td>
<td>0.422 0.482</td>
</tr>
<tr>
<td>SSAS(iter3)</td>
<td>0.778 0.778</td>
<td>0.369 0.410</td>
<td>0.421 0.482</td>
</tr>
</tbody>
</table>

Interpreting our results. We can interpret the predicate shifts by synthetically initializing the subject to be at the center of an image, as shown in Figure 3(a). When applying the left predicate shift, we see that the model has learnt to focus its attention to the right, expecting to find the object to the right of the subject. Similarly, the inverse predicate shift learns to do nearly the opposite by focusing attention in the other direction. When visualizing these shifts next to the dataset examples in Visual Genome, we see that the shifts represent the biases that exist in the dataset (Figure 3(b)). For example, since most entities that can be ridden are below the subject, the shifts learn to focus attention down to find the object and up to find the subject. We also find that that our model learns to encode dataset bias in these shifts. Since the perspective of most images in the training set for hit are of people playing tennis or baseball facing left, our model also captures this bias by learning that hit should focus attention to the bottom left to find the entity being hit.

Figure 4 shows numerous examples of how our model shifts attention over multiple iterations. We see that generally across all our test cases the subject and object attention modules learn to use the image features to localize all instances initially on iteration 0. For example, in Figure 4(a), all the regions that contain person are initially activated. But after the predicate and the inverse predicate shifts, we see that the model learns to move the attention in opposite directions for the predicate left. In the second iteration, both the people are uniquely localized in the image. Figure 4(b) clearly shows that we can easily locate all instances of purple metal cylinders in the image since it is worse on the real world datasets, implying that it is insufficient to model predicates only as spatial shifts. Surprisingly, when evaluating on the CLEVR dataset, we find that VRD model does not properly utilize the predicate and leads to marginal gains over the co-occurrence models. In comparison, we find that our SSAS variants perform better across all metrics. We gain over a 0.32 Mean IoU on CLEVR. This gain however, is smaller on Visual Genome and VRD as these datasets are noisy and incomplete, penalizing our model for making predictions that are not annotated in the datasets. KL, which only penalizes false predictions highlights that our models are more precise than our baselines. Across the different ablations of SSAS, we notice that having more iterations is better; but the performance saturates after 3 iterations because the predicate shifts and the inverse predicate shifts learn near inverse operations of one another.
Figure 4: Example visualizations of how attention shifts across multiple iterations from the CLEVR and Visual Genome datasets. On the first iteration the model receives information only about the entities that it is trying to find and hence attempts to localize all instances of those categories. In later iterations, we see that the predicate shifts the attention, allowing our model to disambiguate between different instances of the same category.

easy to detect entities in CLEVR. Our model learns to identify which purple metal cylinders we are actually referring to on successive iterations while suppressing the other instance.

In Figure 4(c), even though both the subject and object have multiple instances of person and cup, we can disambiguate which person is actually holding the cup. For the same image in Figure 4(d), our model is able to distinguish the cup being held in the previous referring relationship from the one that is on top of the table. In cases where a referring relationship is not unique, like the example in Figure 4(e), we manage to find all instances that satisfy the relationship we care about. Here, we return both persons riding the skateboards. Having learnt from the dataset, that most relationships with stand next to annotate the subject to the left of the object, our model emulates this behaviour in Figure 4(f).

However, our model does make a fair share of mistakes - for example, in Figure 4(g), it finds both the persons and isn’t able to distinguish which one is wearing the skis.

4.3. Localizing unseen categories

Now that we have evaluated our model, one natural question to ask is how important is it for the model to receive both the entities of the relationship as input? Can it localize the person from Figure 1 if we only use <___-kicking-ball> as input? Or can we localize both the subject and the object with only <___-kicking-___>? We are also interested in taking this task a step further and studying whether we can localize categories that we have never seen before. Previous work has shown that we can localize seen categories in novel relationship combinations [23] but we want to know if it is possible to localize unseen categories.

We remove all instances of categories like pants,
can decompose our model into its attention and shift modules and stack them to attend over the nodes of a scene graph. Here we demonstrate how our model can be used to start at one node (phone) and traverse a scene graph using the relationships to connect the nodes and localize all the entities in the phrase <phone on the person next to another person wearing a jacket>. A second examples attends over the entities in <hat worn by person to the right of another person above the table>.

<table>
<thead>
<tr>
<th></th>
<th>No subject</th>
<th>No object</th>
<th>Only predicate</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>VRD [23]</strong></td>
<td>0.208</td>
<td>0.008</td>
<td>0.024</td>
</tr>
<tr>
<td>SSAS (iter 1)</td>
<td>0.331</td>
<td>0.359</td>
<td>0.332</td>
</tr>
<tr>
<td>SSAS (iter 2)</td>
<td>0.333</td>
<td>0.360</td>
<td><strong>0.334</strong></td>
</tr>
<tr>
<td>SSAS (iter 3)</td>
<td>0.335</td>
<td><strong>0.363</strong></td>
<td><strong>0.334</strong></td>
</tr>
</tbody>
</table>

Table 2: Referring relationships results in the absence of the entities under three test conditions: **no subject** where the input is <___-predicate-object>, **no object** where the input is <subject-predicate-___> and **only predicate** where the input is <___-predicate-__>

hydrant, etc. that are not in ImageNet (CNN(·) was pre-trained on ImageNet) from our training set and attempt to localize these novel categories using their relationships. We do not make any changes to our model but alter the training script to randomly (we use a drop rate of 0.3) mask out the subject or object or both in the referring relationships during each iteration. The model learns to attend over general object categories when the entities are masked out. We find that we can in fact localize these missing entities, even if they are from unseen categories. We report results for this experiment on the VRD dataset in Table 2.

4.4. Attention saccades through a scene graph

A ramification of our model design results in its modularity — the attention and shift modules expect inputs and produce outputs that are image features of shape $L \times L \times C$. We can decompose these modules and stack them like Lego blocks, allowing us to perform more complicated tasks. One particularly interesting extension to referring relationships is attention saccades [36]. Instead of using a single relationship as input, we can extend our model to take an entire scene graph as input. Figure 5 demonstrates how we can iterate between the attention and shift modules to traverse a scene graph. We can start from the phone and can localize the jacket worn by the “woman on the right of the man using the phone”. A scene graph traversal can be evaluated by decomposing the graph into a series of relationships. We do not quantitatively evaluate these saccades here, as its evaluations are already captured by the referring relationships in the graph.

5. Conclusion

We introduced the task of referring relationships, where our model utilizes visual relationships to disambiguate between instances of the same category. Our model learns to iteratively use predicates as an attention shift between the two entities in a relationship. It updates its belief of where the subject and object are by conditioning its predictions on the previous location estimate of the object and subject, respectively. We show improvements on CLEVR, VRD and Visual Genome datasets. We also demonstrate that our model produces interpretable predicate shifts, allowing us to verify that the model is in fact learning to shift attention. We even showcase how our model can be used to localize completely unseen categories by relying on partial referring relationships and how it can be extended to perform attention saccades on scene graphs. Improvements in referring relationships could pave the way for vision algorithms to detect unseen entities and learn to grow its understanding of the visual world.
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