
DeblurGAN: Blind Motion Deblurring Using Conditional Adversarial Networks

Orest Kupyn1,3, Volodymyr Budzan1,3, Mykola Mykhailych1, Dmytro Mishkin2, Jiři Matas2
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Abstract

We present DeblurGAN, an end-to-end learned method

for motion deblurring. The learning is based on a condi-

tional GAN and the content loss . DeblurGAN achieves

state-of-the art performance both in the structural similarity

measure and visual appearance. The quality of the deblur-

ring model is also evaluated in a novel way on a real-world

problem – object detection on (de-)blurred images. The

method is 5 times faster than the closest competitor – Deep-

Deblur [25]. We also introduce a novel method for gen-

erating synthetic motion blurred images from sharp ones,

allowing realistic dataset augmentation.

The model, code and the dataset are available at

https://github.com/KupynOrest/DeblurGAN

1. Introduction

This work is on blind motion deblurring of a single pho-

tograph. Significant progress has been recently achieved

in related areas of image super-resolution [20] and in-

painting [45] by applying generative adversarial networks

(GANs) [10]. GANs are known for the ability to preserve

texture details in images, create solutions that are close to

the real image manifold and look perceptually convincing.

Inspired by recent work on image super-resolution [20] and

image-to-image translation by generative adversarial net-

works [16], we treat deblurring as a special case of such

image-to-image translation. We present DeblurGAN – an

approach based on conditional generative adversarial net-

works [24] and a multi-component loss function. Unlike

previous work we use Wasserstein GAN [2] with the gradi-

ent penalty [11] and perceptual loss [17]. This encourages

solutions which are perceptually hard to distinguish from

real sharp images and allows to restore finer texture details

than if using traditional MSE or MAE as an optimization

target.

Figure 1: DeblurGAN helps object detection. YOLO [30]

detections on the blurred image (top), the DeblurGAN re-

stored (middle) and the sharp ground truth image from the

GoPro [25] dataset.
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Figure 2: GoPro images [25] processed by DeblurGAN. Blurred – left, DeblurGAN – center, ground truth sharp – right.

We make three contributions. First, we propose a loss

and architecture which obtain state-of-the art results in mo-

tion deblurring, while being 5x faster than the fastest com-

petitor. Second, we present a method based on random

trajectories for generating a dataset for motion deblurring

training in an automated fashion from the set of sharp im-

age. We show that combining it with an existing dataset

for motion deblurring learning improves results compared

to training on real-world images only. Finally, we present a

novel dataset and method for evaluation of deblurring algo-

rithms based on how they improve object detection results.

2. Related work

2.1. Image Deblurring

The common formulation of non-uniform blur model is

the following:

IB = k(M) ∗ IS +N, (1)

where IB is a blurred image, k(M) are unknown blur ker-

nels determined by motion field M . IS is the sharp latent

image, ∗ denotes the convolution, N is an additive noise.

The family of deblurring problems is divided into two types:

blind and non-blind deblurring. Early work [37] mostly fo-

cused on non-blind deblurring, making an assumption that

the blur kernels k(M) are known. Most rely on the classi-

cal Lucy-Richardson algorithm, Wiener or Tikhonov filter

to perform the deconvolution operation and obtain IS esti-

mate. Commonly the blur function is unknown, and blind

deblurring algorithms estimate both latent sharp image IS
and blur kernels k(M). Finding a blur function for each

pixel is an ill-posed problem, and most of the existing algo-

rithms rely on heuristics, image statistics and assumptions

on the sources of the blur. Those family of methods ad-

dresses the blur caused by camera shake by considering blur

to be uniform across the image. Firstly, the camera motion

is estimated in terms of the induced blur kernel, and then

the effect is reversed by performing a deconvolution oper-

ation. Starting with the success of Fergus et al. [8], many

methods [44][42][28][3] has been developed over the last

ten years. Some of the methods are based on an iterative ap-

proach [8] [44], which improve the estimate of the motion

kernel and sharp image on each iteration by using paramet-

ric prior models. However, the running time, as well as the

stopping criterion, is a significant problem for those kinds

of algorithms. Others use assumptions of a local linearity

of a blur function and simple heuristics to quickly estimate

the unknown kernel. These methods are fast but work well

on a small subset of images.

Recently, Whyte et al. [40] developed a novel algorithm
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