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Abstract

Recent years have seen remarkable progress in semantic segmentation. Yet, it remains a challenging task to apply segmentation techniques to video-based applications. Specifically, the high throughput of video streams, the sheer cost of running fully convolutional networks, together with the low-latency requirements in many real-world applications, e.g., autonomous driving, present a significant challenge to the design of the video segmentation framework. To tackle this combined challenge, we develop a framework for video semantic segmentation, which incorporates two novel components: (1) a feature propagation module that adaptively fuses features over time via spatially variant convolution, thus reducing the cost of per-frame computation; and (2) an adaptive scheduler that dynamically allocate computation based on accuracy prediction. Both components work together to ensure low latency while maintaining high segmentation quality. On both Cityscapes and CamVid, the proposed framework obtained competitive performance compared to the state of the art, while substantially reducing the latency, from 360 ms to 119 ms.

1. Introduction

Semantic segmentation, a task to divide observed scenes into semantic regions, has been an active research topic in computer vision. In recent years, the advances in deep learning \cite{16,27,12} and in particular the development of Fully Convolutional Network (FCN) \cite{19} have brought the performance of this task to a new level. Yet, many existing methods for semantic segmentation were devised for parsing images \cite{19,11,18,22,29}. How to extend the success of segmentation techniques to video-based applications (e.g., robotics, autonomous driving, and surveillance) remains a challenging question.

The challenges of video-based semantic segmentation consist in two aspects. On one hand, videos usually involve significantly larger volume of data compared to images. Particularly, a video typically contains 15 to 30 frames per second. Hence, analyzing videos requires much more computing resources. On the other hand, many real-world systems that need video segmentation, e.g., autonomous driving, have strict requirements on the latency of response, thus making the problem even more challenging.

Previous efforts on video semantic segmentation mainly fall into two classes, namely high-level modeling and feature-level propagation. The former \cite{8,21} integrates frame-wise analysis via a sequential model. The methods along this line usually add additional levels on top, and therefore are unable to reduce the computing cost. The latter, such as Clockwork Net \cite{25} and Deep Feature Flow \cite{51}, instead attempts to reuse the features in preceding frames to accelerate computation. Such methods were designed to reduce the overall cost in an amortized
Image Semantic Segmentation  Semantic segmentation predicts per-pixel semantic labels given the input image. The Fully Convolutional Network (FCN) \cite{long2015fully} is a seminal work on this topic, which replaces fully-connected layers in a classification network by convolutions to achieve pixelwise prediction. Extensions to this formulation mainly follow two directions. One is to apply Conditional Random Fields (CRF) or their variants on top of the CNN models to increase localization accuracy \cite{zhou2014learning, chen2014semantic, lin2017refinenet}. The other direction explores multi-scale architectures to combine both low-level and high-level features \cite{long2015fully, batra2015deep}. Various improved designs were proposed in recent years. Noh \textit{et al.} \cite{noh2015learning} proposed to learn a deconvolution network for segmentation. Badrinarayanan \textit{et al.} \cite{badrinarayanan2017segnet} proposed SegNet, which adopts an encoder-decoder architecture and leverages max pooling indices for upsampling. Paszke \textit{et al.} \cite{paszke2016enet} focused on the efficiency and developed ENet, a highly efficient network for segmentation. Zhao \textit{et al.} \cite{zhao2017pspnet} presented the PSPNet, which uses pyramid spatial pooling to combine global and local cues. All these works are purely image-based. Even if applied to videos, they work on a per-frame basis without considering the temporal relations.

Video Semantic Segmentation  Existing video semantic segmentation methods roughly fall in two categories. One category is to improve the accuracy by exploiting temporal continuity. Fayyaz \textit{et al.} \cite{fayyaz2017semantic} proposed a spatial-temporal LSTM on per-frame CNN features. Nilsson and Sminchisescu \cite{sminchisescu2014gated} proposed gated recurrent units to propagate semantic labels. Jin \textit{et al.} \cite{jin2017dual} proposed to learn discriminative features by predicting future frames and combine both the predicted results and current features to parse a frame. Gadde \textit{et al.} \cite{gadde2018learning} proposed to combine the features wrapped from previous frames with flows and those from the current frame to predict the segmentation. While these methods improve the segmentation accuracy by exploiting across-frame relations, they are built on per-frame feature computation and therefore are not able to reduce the computation.

Another category focuses instead on reducing the computing cost. Clockwork Net \cite{perazzi2016clockwork} adapts multi-stages FCN and directly reuses the second or third stage features of preceding frames to save computation. Whereas the high level features are relatively stable, such simple replication is not the best practice in general, especially when significant changes occur in the scene. The DFF \cite{perazzi2017deformable} propagates the high level feature from the key frame to current frame by optical flow learned in a flow network \cite{perazzi2016deformable} and obtains better performance. Nevertheless, the separate flow network increases the computational cost; while the per-pixel location transformation by optical flow may miss the spatial information in the feature field. For both methods, the key frame selection is crucial to the overall performance. However, they simply use fixed-interval schedules \cite{perazzi2017deformable, gao2017online} or heuristic thresholding schemes \cite{kang2017video}, without providing a detailed investigation. Moreover, while being able to reduce the overall cost, they do not decrease the maximum latency.

There are also other video segmentation methods but with different settings. Perazzi \textit{et al.} \cite{perazzi2017deformable} built a large scale video object segmentation dataset, which concerns about segmenting the foreground objects and thus are different from our task, parsing the entire scene. Khoreva \textit{et al.} \cite{khoreva2017video} proposed to learn smooth video prediction from static images by combining the results from previous frames. Caelles \textit{et al.} \cite{caelles2017video} tackled this problem in a semi-supervised manner. Mahasseni \textit{et al.} \cite{mahasseni2018offline} developed an offline method, which relies on a Markov decision process to select key frames, and propagate the results on key frames to others via interpolation. This method needs to traverse the video frames back and forth, and therefore is not suitable for the
online settings discussed in this paper.

3. Video Segmentation Framework

We develop an efficient framework for video semantic segmentation. Our goal is to reduce not only the overall computing cost but also the maximum latency, while maintaining competitive performance. Specifically, we adopt the basic paradigm of the state-of-the-art frameworks \[25, 31\], namely, propagating features from key frames to others by exploiting the strong correlations between adjacent frames. But we take a significant step further, overcoming the limitations of previous work with new solutions to two key problems: (1) how to select the key frames and (2) how to propagate features across frames.

3.1. Framework Overview

Previous works usually select key frames based on fixed intervals \[31\] or simple heuristics \[25\], and propagate features based on optical flows that are costly to compute \[31\] or CNNs with fixed kernels. Such methods often lack the capability of handling complex variations in videos, e.g. the changes in camera motion or scene structures. In this work, we explore a new idea to tackle these problems - taking advantage of low-level features, i.e. those from lower layers of a CNN. Specifically, low-level features are inexpensive to obtain, yet they provide rich information about the characteristics of the underlying frames. Hence, we may select key frames and propagate features more effectively by exploiting the information contained in the low-level features, while maintaining a relatively low computing cost.

Figure 2 shows the overall pipeline of our framework. Specifically, we use a deep convolutional network (ResNet-101 \[12\] in our implementation) to extract visual features from frames. We divide the network into two parts, the lower part \( S_l \) and the higher part \( S_h \). The low-level features derived from \( S_l \) will be used for selecting key frames and controlling how high-level features are propagated.

At runtime, to initialize the entire procedure, the framework will feed the first frame \( I^0 \) through the entire CNN and obtain both low-level and high-level features. At a later time step \( t \), it performs the computation adaptively. In particular, it first feeds the corresponding frame \( I^t \) to \( S_l \), and computes the low-level features \( F_l^t \). Based on \( F_l^t \), it decides whether to treat \( I^t \) as a new key frame, depending on how much it deviates from the previous one. If the decision is "yes", it will continue to feed \( F_l^t \) to \( S_h \) to compute the high-level features \( F_h^t \), and then the segmentation map (via pixel-wise classification). Otherwise, it will feed \( F_l^t \) to a kernel predictor, obtain a set of convolution kernels therefrom, and use them to propagate the high-level features from the previous key frame via spatially variant convolution.

Note that the combined cost of kernel prediction and spatially variant convolution is dramatically lower than computing the high-level features from \( F_l^t \) (38 ms vs 299 ms). With our design, such an adaptive propagation scheme can maintain reasonably high accuracy for a certain range of frames from a key frame. Moreover, the process of deciding whether \( I^t \) is a key frame is also cheap (20 ms). Hence, by selecting key frames smartly and propagating features effectively, we can significantly reduce the overall cost.

3.2. Adaptive Selection of Key Frames

An important step in our pipeline is to decide which frames are the key frames. A good strategy is to select key frames more frequently when the video is experiencing rapid changes, while reducing the computation when the observed scene is stable. Whereas this has been mentioned in previous literatures, what dominate the practice are still fixed-rate schedulers \[31\] or those based on simple thresholding of feature variances \[25\].

According to the rationale above, a natural criterion for judging whether a frame should be chosen as a new key frame is the deviation of its segmentation map from that of the previous key frame. This can be formally defined as the fraction of pixels at which the semantic labels differ. Intuitively, a large deviation implies significant changes and therefore it would be the time to set a new key frame.

However, computing the deviation as defined above requires the segmentation map of the current frame, which is expensive to obtain. Our approach to this problem is to leverage the low-level features to predict its value. Specifically, we conducted an empirical study on both Cityscapes and Camvid datasets, and found that there exists strong correlation between the difference in low-level features and the deviation values. Greater differences in the low-level features usually indicate larger deviations.

Motivated by this observation, we devise a small neural network to make the prediction. Let \( k \) and \( t \) be the indexes of two frames, this network takes the differences between their low-level features, i.e. \( (F_l^t - F_l^k) \), as input, and predicts the segmentation deviation, denoted by \( \text{dev}_{S}(k, t) \). Specifically, our design of this prediction network comprises two convolutional kernels with 256 channels, a global pooling and a fully-connected layer that follows. In runtime, at time step \( t \), we use this network to predict the deviation from the previous key frame, after the low-level features are extracted. As shown in Figure 3, we observed that the predicted deviation would generally increases over time. If the predicted deviation goes beyond a pre-defined threshold, we set the current frame as a key frame, and computes its high-level features with \( S_h \), the higher part of the CNN.

3.3. Adaptive Feature Propagation

As mentioned, for a frame \( I^t \) that is not a key frame, its high-level features will be derived by propagating from the previous key frame, which we denote by \( I^k \). The ques-
convolution kernels uniformly across the map is problematic. Different parts of the scene have different motion patterns, e.g. they may move towards different directions, therefore they need different weights to propagate.

Motivated by this analysis, we propose to propagate the features by spatially variant convolution, that is, using convolution to express linear combinations of neighbors, with the kernels varying across sites. Let the size of the kernels be $H_K \times H_K$, then the propagation from the high-level features of the previous key frame ($F_h^k$) to that of the current frame ($F_h^t$) can be expressed as

$$F_h^t(l, i, j) = \sum_{k=-\Delta}^{\Delta} \sum_{(u,v)} W_{(k,t)}(u,v) \cdot F_h^k(l, i-u, j-v).$$  \hspace{1cm} (1)$$

where $\Delta = [H_K/2]$, $F_h^k(l, i, j)$ is the feature value at $(i, j)$ of the $l$-th channel in $F_h^k$, $W_{(k,t)}$ is an $H \times H$ kernel used to compute the feature at $(i, j)$ when propagating from $F_h^k$ to $F_h^t$. Note that the kernel values are to assign weights to different neighbors, which are dependent on the feature location $(i, j)$ but shared across all channels.

There remains a question – how to obtain the spatially variant kernels $W_{(k,t)}$. Again, we leverage low-level features to solve the problem. In particular, we devise a kernel weight predictor, which is a small network that takes the low-level features of both frames, $F_i^h$ and $F_i^t$, as input, and produces the kernels at all locations altogether. This network comprises three convolutional layers interlaced with ReLU layers. The output of the last convolutional layer is of size $H_{K^c}^2 \times H \times W$, where $H \times W$ is the spatial size of the high-level feature map. This means that it outputs an $H_{K^c}^2$-channel vector at each location, which is then repurposed to be a kernel of size $H_K \times H_K$ for that location. This output is then converted to normalized weights via a softmax layer.
AdaptNet F3 level feature fuse the low-level features frame contents, thus obtaining great expressive power. We fuse the low-level features, with the propagated high-level features resulted from the previous key frame. When the low-level features F3 l are computed, the kernel weight predictor will take both F3 k and F3 l as input, and yield a series of convolution kernels, each for a different location. Then the high-level features in the previous key frame F3 k will be propagated to the current time step via spatially variant convolution using the predicted kernels. Finally, the high-level features will be used in pixel-wise label prediction.

To increase the robustness against scene changes, we fuse the low-level features F3 l with the propagated high-level feature F3 k for predicting the labels. Unlike in original Clockwork Net [23], where low- and high-level features are simply concatenated, we introduce a low-cost AdaptNet to adapt the low-level features before it is used for prediction. The AdaptNet consists of three convolution layers and each layer has a small number of channels. The AdaptNet is jointly learned with the weight predictor in model training. In this way, the framework can learn to exploit the complementary natures of both components more effectively.

### 3.4. Low-Latency Scheduling

Low latency is very important in many real-world applications, e.g. surveillance and autonomous driving. Yet, it has not received much attention in previous works. While some existing designs [23] can reduce the overall cost in an amortized sense, the maximum latency is not decreased in this design due to the heavy computation at key frames. Based on the framework presented above, we devise a new scheduling scheme that can substantially reduce the maximum latency. The key of our approach is to introduce a “fast track” at key frames. Specifically, when a frame I t is decided to be a key frame, this scheme will compute the segmentation of this frame through the “fast track”, i.e. via feature propagation. The high-level features resulted from the fast track are temporarily treated as the new key frame feature and placed in the cache. In the mean time, a background process is launched to compute the more accurate version of F3 k via the “slow track” S k, without blocking the main procedure. When the computation is done, this version will replace the cached features.

Our experiments show that this design can significantly reduce the maximum latency (from 360 ms to 119 ms), only causing minor drop in accuracy (from 76.84% to 75.89%). Hence, it is a very effective scheme for real-world applications, especially those with stringent latency constraints. Note that the low-latency scheme cannot work in isolation. This good balance between performance and latency can only be achieved when the low-latency scheme is working with the adaptive key-frame selection and the adaptive feature propagation modules presented above.

### 4. Implementation Details

Our basic network is a ResNet-101 [12] pretrained on ImageNet. We choose conv4_3 as the split point between the lower and higher parts of the network. The low-level features F3 l derived from this layer has 1024 channels. The lower part consumes about 1/6 of the total inference time. In general, the model can achieve higher accuracy with a heavier low-level part, but at the expense of higher computing cost. We chose conv4_3 as it attains a good tradeoff between accuracy and speed on the validation sets.

The adaptive key frame selector takes the low-level features of the current frame F3 l and that of the previous key frame F3 k as input. This module first reduces the input features to 256 channels with a convolution layer with 3 × 3 kernels and then compute their differences, which are subsequently fed to another convolution layer with 256 channels and 3 × 3 kernels. Finally, a global pooling and a fully-connected layer are used to predict the deviation.

The kernel weight predictor in the adaptive feature propagation module (see Fig. 4) has a similar structure, except that the input features are concatenated after being reduced to 256 channels, the global pooling is removed, and the fully-connected layer is replaced by a convolution layer with 1 × 1 kernels and 81 channels. The AdaptNet also reduces the low-level features to 256 channels by a convolution layer with 3 × 3 kernels, and then pass them to two convolution layers with 256 channels and 3 × 3 kernels. For non-key frames, the adapted low-level features, i.e. the output of the AdaptNet are fused with the propagated high-
level features. The fusion process takes the concatenation of both features as input, and sends it through a convolution layer with $3 \times 3$ kernels and 256 channels.

During training, we first trained basic network with respective ground-truths and fixed it as the feature extractor. Then, we finetuned the adaptive propagation module and the adaptive schedule module, both of which can take a pair of frames that are $l$ steps apart as input ($l$ is randomly chosen in $[2, 10]$). Here, we choose the pairs such that in each pair the first frame is treated as the key frame, and the second one comes with annotation. For the adaptive propagation module, the kernel predictor and the AdaptNet are integrated into a network. This integrated network can produce a segmentation map for the second frame in each pair through keyframe computation and propagation. This combined network is trained to minimize the loss between the predicted segmentation (on the second frame of each pair) and the annotated groundtruth. For training the adaptive schedule module, we generated the segmentation maps of all unlabelled frames as auxiliary labels based on the trained basic network and computed the deviation of the segmentation maps between key frame and current frame as the regression target. The training images were randomly cropped to $713 \times 713$ pixels. No other data argumentation methods were used.

5. Experiment

We evaluated our framework on two challenging datasets, Cityscapes [7] and CamVid [2], and compared it with state-of-the-art approaches. Our method, with lowest latency, outperforms previous methods significantly.

5.1. Datasets and Evaluation Metrics

Cityscapes [2] is set up for urban scene understanding and autonomous driving. It contains snippets of street scenes collected from 50 different cities, at a frame rate of 17 fps. The training, validation, and test sets respectively contain 2975, 500, and 1525 snippets. Each snippet has 30 frames, where the 20-th frame is annotated with pixel-level ground-truth labels for semantic segmentation with 19 categories. The segmentation accuracy is measured by the pixel-level mean Intersection-over-Union (mIoU) scores.

Camvid [2] contains 701 color images with annotations of 11 semantic classes. These images are extracted from driving videos captured at daytime and dusk. Each video contains 5000 frames on average, with a resolution of $720 \times 960$ pixels. Totally, there are about $40K$ frames.

5.2. Evaluation on Cityscapes Dataset

We compared our low-latency video semantic segmentation framework with recent state-of-the-art methods, following their evaluation protocol. Table 1 shows the quantitative comparison. The baseline is per-frame segmentation with the full ResNet. Our adaptive feature propagation with fixed-interval schedule speeds up the pipeline, reducing the per-frame runtime from 360 ms to 151 ms while decreasing the performance by 4.9%. Using adaptive key frame selection, the performance is boosted by 1.6%. While these schemes reduce the overall runtime, they are not able to reduce the maximum latency, due to the heavy computation on key frames. The low-latency scheduler effectively tackles this issue, which substantially decreases the latency to 119 ms (about 1/3 of the baseline latency) while maintaining a comparable performance (with just a minor drop).

From the results, we also see that other methods proposed recently fall short in certain aspects. In particular, Clockwork Net [25] has the same latency, but at the cost of significantly dropped performance. DFF [51] maintains a better performance, but at the expense of considerably increased computing cost and dramatically larger latency. Our final result, with low latency schedule for video segmentation, outperforms previous methods by a large margin. This validates the effectiveness of our entire design.

In addition to the quantitative comparison, we also shows some visual results in Fig. 2. Our method can successfully learn the video segmentation even when the frames vary significantly. In what follows, we will investigate the design for each module respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>mIOU</th>
<th>Avg RT</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clockwork Net [25]</td>
<td>67.7%</td>
<td>141ms</td>
<td>360ms</td>
</tr>
<tr>
<td>Deep Fea. Flow [51]</td>
<td>70.1%</td>
<td>273ms</td>
<td>654ms</td>
</tr>
<tr>
<td>GRFP(5) [21]</td>
<td>69.4%</td>
<td>470ms</td>
<td>470ms</td>
</tr>
<tr>
<td>baseline</td>
<td>76.84%</td>
<td>119ms</td>
<td>119ms</td>
</tr>
<tr>
<td>AFP + fix schedule</td>
<td>75.26%</td>
<td>151ms</td>
<td>360ms</td>
</tr>
<tr>
<td>AFP + AKS</td>
<td>76.84%</td>
<td>171ms</td>
<td>380ms</td>
</tr>
<tr>
<td>AFP + AKS + LLS</td>
<td>75.89%</td>
<td>119ms</td>
<td>119ms</td>
</tr>
</tbody>
</table>

Table 1. Comparison with state-of-the-art on Cityscapes dataset. “Avg RT” means average runtime per frame. “AFP” means adaptive feature propagation. “fix schedule” means key frame is selected very 5 frame. “AKS” means adaptive key frame selection. “LLS” means low-latency scheduling scheme. Clockwork Net is implemented with the same settings as our method with fix schedule: (a) the same backbone network (ResNet-101), (b) the same split between the low-level and high-level stages, (c) the same AdaptNet following the low-level stage, and (d) the same interval between keyframes ($l = 5$).
Table 2. Comparison of different feature propagation modules.

<table>
<thead>
<tr>
<th>Method</th>
<th>mIOU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clockwork Propagation [25]</td>
<td>56.53%</td>
</tr>
<tr>
<td>Optical Flow Propagation [31]</td>
<td>69.2%</td>
</tr>
<tr>
<td>Unified Propagation</td>
<td>58.73%</td>
</tr>
<tr>
<td>Weight By Image Difference</td>
<td>60.12%</td>
</tr>
<tr>
<td>Adaptive Propagation Module (no fuse)</td>
<td>68.41%</td>
</tr>
<tr>
<td>Adaptive Propagation Module (with fuse)</td>
<td>75.26%</td>
</tr>
</tbody>
</table>

Table 3. Latency analysis for each module of our network. The second column (R) shows the ratio of the latency to the time spent by the basic network.

<table>
<thead>
<tr>
<th>Modules</th>
<th>Time (ms)</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower part of network $S_l$</td>
<td>61</td>
<td>16.9%</td>
</tr>
<tr>
<td>Higher part of network $S_h$</td>
<td>299</td>
<td>83.1%</td>
</tr>
<tr>
<td>Basic Network</td>
<td>360</td>
<td>100%</td>
</tr>
<tr>
<td>Adaptive Schedule Module</td>
<td>20</td>
<td>5.5%</td>
</tr>
<tr>
<td>Adaptive Propagation Module</td>
<td>38</td>
<td>10.5%</td>
</tr>
<tr>
<td>Non-Key Frame</td>
<td>119</td>
<td>33%</td>
</tr>
</tbody>
</table>

Figure 5. Comparison of different scheduling schemes.

5.3. CamVid Dataset

We also evaluated our method on CamVid, another video segmentation dataset, and compared it with multiple previous methods that have reported performances on CamVid, which range from traditional methods to various CNN or RNN based methods. In Table 4, we report the pixel accuracy and average per-Class Accuracy (CA), which can reduce the dominated effect on majority classes. We can see our framework still performs the best. The consistently good performances on both datasets show that our adaptive framework for video segmentation method is in general

<table>
<thead>
<tr>
<th>Methods</th>
<th>Pixel Accuracy</th>
<th>CA</th>
</tr>
</thead>
<tbody>
<tr>
<td>SuperParsing [28]</td>
<td>83.9%</td>
<td>62.5%</td>
</tr>
<tr>
<td>DAG-RNN [26]</td>
<td>91.6%</td>
<td>78.1%</td>
</tr>
<tr>
<td>MPF-RNN [13]</td>
<td>92.8%</td>
<td>82.3%</td>
</tr>
<tr>
<td>RTDF [17]</td>
<td>89.9%</td>
<td>80.5%</td>
</tr>
<tr>
<td>PEARL [14]</td>
<td>94.2%</td>
<td>82.5%</td>
</tr>
<tr>
<td>Ours</td>
<td>94.6%</td>
<td>82.9%</td>
</tr>
</tbody>
</table>

Table 4. Result comparison for CamVid dataset.
beneficial to video perception. Qualitative results on this dataset are shown in Fig. 7.

6. Conclusion

We presented an efficient video semantic segmentation framework with two key components: adaptive feature propagation and adaptive key-frame schedule. Particularly, our specially designed schedule scheme can achieve low latency in an online setting. The results on both Cityscapes and CamVid showed that our method can yield a substantially better tradeoff between accuracy in latency, compared to previous methods. In future, we will explore more model compression approaches which can further reduce the overall computation cost and latency for a practical system.
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