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Abstract

Generating novel, yet realistic, images of persons is a

challenging task due to the complex interplay between the

different image factors, such as the foreground, background

and pose information. In this work, we aim at generat-

ing such images based on a novel, two-stage reconstruc-

tion pipeline that learns a disentangled representation of

the aforementioned image factors and generates novel per-

son images at the same time. First, a multi-branched recon-

struction network is proposed to disentangle and encode the

three factors into embedding features, which are then com-

bined to re-compose the input image itself. Second, three

corresponding mapping functions are learned in an adver-

sarial manner in order to map Gaussian noise to the learned

embedding feature space, for each factor, respectively. Us-

ing the proposed framework, we can manipulate the fore-

ground, background and pose of the input image, and also

sample new embedding features to generate such targeted

manipulations, that provide more control over the gener-

ation process. Experiments on the Market-1501 and Deep-

fashion datasets show that our model does not only generate

realistic person images with new foregrounds, backgrounds

and poses, but also manipulates the generated factors and

interpolates the in-between states. Another set of experi-

ments on Market-1501 shows that our model can also be

beneficial for the person re-identification task1.

1. Introduction

The process of generating realistic-looking images of

persons has several applications, like image editing, person

re-identification (re-ID), inpainting or on-demand generated

art for movie production. The recent advent of image gener-
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1Project page is at http://homes.esat.kuleuven.be/

˜liqianma/CVPR18_DPIG/index.html
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Figure 1: Left: image sampling results on Market-1501.

Three factors, i.e. foreground, background and pose, can be

sampled independently (1st-3rd rows) and jointly (4th row).

Right: similar joint sampling results on DeepFashion.This

dataset contains almost no background, so we only disen-

tangle the image into appearance and pose factors.

ation models, such as variational autoencoders (VAE) [12],

generative adversarial networks (GANs) [7] and autoregres-

sive models (ARMs) (e.g. PixelRNN [34]), has provided

powerful tools towards this goal. Several papers [24, 2, 1]

have then exploited the ability of these networks to generate

sharp images in order to synthesize realistic photos of faces

and natural scenes. Recently, Ma et al. [20] proposed an

architecture to synthesize novel person images in arbitrary

poses given as input an image of that person and a new pose.

From an application perspective however, the user often

wants to have more control over the generated images (e.g.

change the background, a person’s appearance and clothing,

or the viewpoint), which is something that existing meth-
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ods are essentially uncapable of. We go beyond these con-

straints and investigate how to generate novel person im-

ages with a specific user intention in mind (i.e. foreground

(FG), background (BG), pose manipulation). The key idea

is to explicitly guide the generation process by an appropri-

ate representation of that intention. Fig. 1 gives examples

of the intended generated images.

To this end, we disentangle the input image into interme-

diate embedding features, i.e. person images can be reduced

to a composition of features of foreground, background, and

pose. Compared to existing approaches, we rely on a differ-

ent technique to generate new samples. In particular, we

aim at sampling from a standard distribution, e.g. a Gaus-

sian distribution, to first generate new embedding features

and from them generate new images. To achieve this, fake

embedding features ~e are learned in an adversarial manner

to match the distribution of the real embedding features e,

where the encoded features from the input image are treated

as real whilst the ones generated from the Gaussian noise

as fake (Fig. 2). Consequently, the newly sampled images

come from learned fake embedding features ~e rather than

the original Gaussian noise as in the traditional GAN mod-

els. By doing so, the proposed technique enables us not only

to sample a controllable input for the generator, but also to

preserve the complexity of the composed images (i.e. real-

istic person images).

To sum up, our full pipeline proceeds in two stages as

shown in Fig. 2. At stage-I, we use a person’s image as

input and disentangle the information into three main fac-

tors, namely foreground, background and pose. Each disen-

tangled factor is modeled by embedding features through a

reconstruction network. At stage-II, a mapping function is

learned to map a Gaussian distribution to a feature embed-

ding distribution.

Our contributions are: 1) A new task of generating natu-

ral person images by disentangling the input into weakly

correlated factors, namely foreground, background and

pose. 2) A two-stage framework to learn manipulatable em-

bedding features for all three factors. In stage-I, the en-

coder of the multi-branched reconstruction network serves

conditional image generation tasks, whereas in stage-II the

mapping functions learned through adversarial training (i.e.

mapping noise z to fake embedding features emb) serve

sampling tasks (i.e. the input is sampled from a standard

Gaussian distribution). 3) A technique to match the distri-

bution of real and fake embedding features through adver-

sarial training, not bound to the image generation task. 4)

An approach to generate new image pairs for person re-ID.

Sec. 4 constructs a Virtual Market re-ID dataset by fixing

foreground features and changing background features and

pose keypoints to generate samples of one identity.
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Figure 2: Our two-stage framework. In stage-I, we use a re-

construction network to obtain the real embedding features

e for each factor, i.e. foreground, background and pose. The

architectural details of stage-I are shown in Figure 3. In

stage-II, we propose a novel, two-step mapping technique

for adversarial embedding feature learning that first map

Gaussian noise z to intermediate embedding features ~e then

to the data ~x. We use the pre-trained encoder and decoder

of stage-I to guide the learning of mapping functions � .

2. Related work

Image generation from noise. The ability of generative

models, such as GANs [7], adversarial autoencoders (AAE)

[21], VAEs [12] and ARMs (e.g. PixelRNN [34]), to syn-

thesize realistic-looking, sharp images has led image gen-

eration research lately. Traditional image generation works

use GANs [7] or VAEs [12] to map a distribution generated

by noise z to the distribution of real data. Convolutional

VAEs and AAEs [21] have shown how to transform an auto-

encoder into a generator, but in this case, it is rather difficult

to train the mapping function for complex data distributions,

such as person images (as also mentioned in ARAE-GAN

[11]). As such, traditional image generation methods are

not optimal when it comes to the human body. For exam-

ple, Zheng et al. [41] directly adopted the DCGAN archi-

tecture [24] to generate person images from noise, but as

Fig. 7(b) shows, vanilla DCGAN leads to unrealistic results.

Instead, we propose a two-step mapping technique in stage-

II to guide the learning, i.e. z → e → x (Fig. 2). Similar to

[11], we use a decoder to adversarially map the noise distri-

bution to the feature embedding distribution learned by the

reconstruction network.

Conditional image generation. Since the human body

has a complex non-rigid structure with many degrees of

freedom [22], several works have used structure conditions

to generate person images. Reed et al. in [25] proposed

the Generative Adversarial What-Where Network that uses

pose keypoints and text descriptions as condition, whereas

in [26] they used an extension of PixelCNN in addition

to conditioning on part keypoints, segmentation masks and

text to generate images on the MPI Human Pose dataset,
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