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Figure 1. From a YouTube video of a soccer game, our system outputs a dynamic 3D reconstruction of the game, that can be viewed

interactively on your tabletop with an Augmented Reality device. The supplementary video demonstrates the capabilities of the method.

Abstract

We present a system that transforms a monocular video

of a soccer game into a moving 3D reconstruction, in which

the players and field can be rendered interactively with a

3D viewer or through an Augmented Reality device. At the

heart of our paper is an approach to estimate the depth

map of each player, using a CNN that is trained on 3D

player data extracted from soccer video games. We com-

pare with state of the art body pose and depth estimation

techniques, and show results on both synthetic ground truth

benchmarks, and real YouTube soccer footage.

1. Introduction

Imagine watching a 3D hologram of a live soccer game

on your living room table; you can walk around with an

Augmented Reality device, watch the players from different

viewpoints, and lean in to see the action up close.

One way to create such an experience is to equip the

soccer field with many cameras, synchronize the cameras,

and then reconstruct the field and players in 3D using multi-

view geometry techniques. Approaches of that spirit were

previously proposed in the literature [14, 13, 19] and even

commercialized as Replay’s FreeD, and others [1]. The re-

sults of multi-view methods are impressive, however the re-

quirement of physically instrumenting the field with many

synchronized cameras limits their generality. What if, in-

stead, we could reconstruct any soccer game just from a

single YouTube video? This is the goal of this paper.

There are numerous challenges in monocular reconstruc-

tion of a soccer game. We must estimate the camera pose

relative to the field, detect and track each of the players, re-

construct their body shapes and poses, and render the com-

bined reconstruction.

We present the first end-to-end system (Fig. 2) that ac-

complishes this goal (short of reconstructing the ball, which

remains future work). In addition to the system, a key

technical contribution of our paper is a novel method for

player body depth map estimation from a single frame. Our

approach is trained on meshes extracted from FIFA video

games. Based on this data, a neural network estimates per

pixel depth values of any new soccer player, comparing fa-

vorably to other state-of-the-art body depth and pose esti-

mation techniques.

We present results on 10 YouTube games of different

teams. Our results can be rendered using any 3D viewer, en-

abling free-viewpoint navigation from the side of the field

recorded by the game camera. We also implemented “holo-

graphic” Augmented Reality viewing with HoloLens, pro-

jected onto a tabletop. See the supplementary material for

the AR video results and the 3D model of the game.
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Figure 2. Overview of our reconstruction method. From a YouTube video frame, we recover camera parameters using the field lines. We

then extract bounding boxes, poses, and trajectories (across multiple frames) to segment the players. Using a deep network trained on video

game data, we reconstruct per-player depth maps on the playing field, which we can render in a 3D viewer or on an AR device.

2. Related Work

Sports Analysis Sports game analysis has been exten-

sively investigated from the perspectives of image process-

ing, computer vision, and computer graphics [32], both for

academic research and for industry applications. Under-

standing a sports game involves several steps, from field

localization to player detection, tracking, segmentation, etc.

Most sports have a predefined area where the action is hap-

pening; therefore, it is essential to localize that area w.r.t. the

camera. This can be done with manual correspondences and

calibration based on, e.g., edges [5], or fully automatically

[21]. In this work, we follow a field localization approach

similar to [5].

Sports reconstruction can be achieved using multiple

cameras or specialized equipment, an approach that has

been applied to free viewpoint navigation and 3D replays

of games. Products such as Intel FreeD [1] produce new

viewing experiences by incorporating data from multiple

cameras. Similarly, having a multi-camera setup allows

multiview stero methods [18, 19] for free viewpoint naviga-

tion [17, 47, 16], view interpolation based on player triangu-

lation [14] or view interpolation by representing players as

billboards [13]. In this paper, we show that reliable recon-

struction from monocular video is now becoming possible

due to recent advances in people detection [38, 7], tracking

[31], pose estimation [49, 37], segmentation [20], and deep

learning networks. In our framework, the input is broadcast

video of a game, readily available on YouTube and other

online media sites.

Human Analysis Recently, there has been enormous im-

provement in people analysis using deep learning. Person

detection [38, 7] and pose estimation [49, 37] provide robust

building blocks for further analysis of images and video.

Similarly, semantic segmentation can provide pixel-level

predictions for a large number of classes [51, 27]. In our

work, we use such predictions (bounding boxes from [38],

pose keypoints [49], and people segmentation [51]) as input

steps towards a full system where the input is a single video

sequence, and the output is a 3D model of the scene.

Analysis and reconstruction of people from depth sen-

sors is an active area of research [44, 3], but the use of depth

sensors in outdoor scenarios is limited because of the inter-

ference with abundant natural light. An alternative would

be to use synthetic data [48, 22, 46, 43], but these virtual

worlds are far from our soccer scenario. There is exten-

sive work on depth estimation from images/videos of in-

door [10] and road [15] scenes, but not explicitly for hu-

mans. Recently, the work of [48] proposes a human part and

depth estimation method trained on synthetic data. They fit

a parametric human model [29] to motion capture data and

use cloth textures to model appearance variability for arbi-

trary subjects and poses when constructing their dataset. In

contrast, our approach takes advantage of the restricted soc-

cer scenario for which we construct a dataset of depth map

/ image pairs of players in typical soccer clothing and body

poses extracted from a high quality video game. Another

approach that can indirectly infer depth for humans from

2D images is [4]. This work estimates the pose and shape

parameters of a 3D parametric shape model in order to fit

the observed 2D pose estimation. However, the method re-

lies on robust 2D poses, and the reconstructed shape does

not fit to the players’ clothing. We compare to both of these

methods in the Experiments section.

Multi-camera rigs are required for many motion capture

and reconstruction methods [8, 45]. [33] uses a CNN per-

son segmentation per camera and fuses the estimations in

3D. Body pose estimation from multiple cameras is used

for outdoor motion capture in [40, 11]. In the case of a sin-

gle camera, motion capture can be obtained using 3D pose

estimators [35, 36, 30]. However, these methods provide

the 3D position only for skeleton joints; estimating full hu-

man depth would require additional steps such as paramet-

ric shape fitting. We require only a single camera.
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