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Abstract

Interaction and collaboration between humans and intelligent machines has become increasingly important as machine learning methods move into real-world applications that involve end users. While much prior work lies at the intersection of natural language and vision, such as image captioning or image generation from text descriptions, less focus has been placed on the use of language to guide or improve the performance of a learned visual processing algorithm. In this paper, we explore methods to flexibly guide a trained convolutional neural network through user input to improve its performance during inference. We do so by inserting a layer that acts as a spatio-semantic guide into the network. This guide is trained to modify the network’s activations, either directly via an energy minimization scheme or indirectly through a recurrent model that translates human language queries to interaction weights. Learning the verbal interaction is fully automatic and does not require manual text annotations. We evaluate the method on two datasets, showing that guiding a pre-trained network can improve performance, and provide extensive insights into the interaction between the guide and the CNN.

1. Introduction

Convolutional neural networks (CNNs) continue to grow in their breadth of application and in their performance on challenging computer vision tasks, such as image classification, semantic segmentation, object detection, depth prediction and human pose estimation. To date, the majority of the techniques proposed for these applications train specific network architectures once and subsequently deploy them as static components inside an algorithm. However, it is unlikely that any static network will be perfect at the task it was designed for. If the deployed CNN were adaptable to feedback or specifications provided by a human user online, this interaction would hold the potential to improve the model’s performance and benefit real-world applications.

For example, in photo editing, when a CNN is used to segment the foreground of an image from the background, the user might notice that the network has made a mistake. Instead of manually repairing the segmentation output or developing a post-processing algorithm based on some heuristics, a simpler and more effective way would be for the user to interact directly with the network through a directed hint, \textit{e.g.} pointing out that “\textit{the child on the bottom left of the image is in the foreground, not in the background}”. The user that was previously presented with a fixed, black-box prediction is now able to influence and alter the outcome according to his needs. This property is particularly useful in high risk domains such as medical image analysis and computer-assisted diagnosis, where fully automated segmentation is not always robust in clinical applications and the experience of trained practitioners matters. Another relevant example is speeding up labor-intensive and repetitive labeling tasks, such as those needed to create datasets for semantic segmentation, especially those for which annotations are scarce and expensive to obtain.

We propose a novel idea to allow user-network feedback-based interaction that aims at improving the performance of a pre-trained CNN at test time. The core idea is the definition of a spatio-semantic guiding mechanism that translates user feedback into changes in the internal activations of the network, thus acting as a means of re-thinking the inference process. The user input is modeled via a language-based approach, that enables interaction with a trained model in the form of a dialog. The user receives a first estimate, inputs a text query and the network replies with an updated prediction. Most previous interactive approaches place the user on the input/data side which means user input is required for the method to operate. In contrast, in our method, the user’s input is optional and modifies the network, this means that the network does not depend on human interaction but can be adjusted by it.

We showcase this interactive module on the task of semantic image segmentation. One advantage of our method is that it does not depend on any explicit annotation for text-
region correspondences. Yet, results indicate that the module can successfully transfer semantic information from the natural language domain to the visual domain, such that the network eventually produces a more accurate segmentation. As a side effect, this provides interesting insights into how CNNs structure their inference with respect to natural categories, providing an avenue for exploring the relationship between language and imagery.

2. Related Work

Interaction with neural networks  Human-machine interaction is an extensively researched field. In [9] the user and an algorithm work together to solve fine-grained recognition tasks, leveraging analytic strengths of the system and visual recognition power of the human. Prior to deep learning, several systems have been proposed for semi-automatic segmentation, that allowed the user to interfere with the result or to provide hints to the system via seed points [8, 52], bounding boxes [24, 37, 54], contours or scribbles [7, 23, 58], eye gaze [26] or in the form of binary yes/no answers to a set of questions [11, 55].

Most deep learning based segmentation methods, however, do not have an interface for human input during inference. The model and thus the attainable performance is fixed after the training phase. Directly integrating a human into a training loop with thousands of images is challenging. Nonetheless, some methods towards interactive deep learning have been proposed, such as weakly-supervised semantic segmentation from scribbles [38], user-provided clicks and Euclidean distance maps [61] or bounding boxes used as region initialization [17, 53]. Additionally, a method for sparse, user-guided colorization of grayscale images is proposed in [63]. In the field of medical imaging, [2] proposes to interactively improve segmentation by updating a seed-map given by the user and [57] uses a second network operating both on the previous prediction and human feedback.

In our system, we integrate online interaction into the training by substituting the human input with an algorithm that dynamically generates hints from different modalities based on previous predictions. The CNN is already trained and only asks for the user’s directions for the purpose of conditioned (on-demand) adjustments of an initial estimate.

The intersection of vision and language  To enable user interaction in a natural and intuitive way, we propose a novel idea that lies in the joint domain of natural language and vision. A relevant line of work in this field is Visual Question Answering (VQA). A question is posed and the answer is based on the image context [1, 45, 64]. Specialized systems for VQA ground the question in the input image and focus on the relevant parts to answer complex queries with text responses [4, 5, 27, 32, 43, 46]. Other examples include generation of referring expressions [36, 44, 47, 62], segmentation or object retrieval from referring expressions [19, 29, 28], image captioning [16, 21, 33, 34, 48, 56] and visual dialog [18]. Most works focus on the combination of CNN and RNN models, often building attention mechanisms [3, 42, 59, 60]. Most related to our approach is the recent method from [20, 50] that proposes the use of a conditional batch normalization layer [30] and feature-wise adjustment for visual reasoning.

A key distinction between our approach and most of the summarized literature is that our system’s output is visual and not textual, i.e. it is neither an answer nor an image caption. The output of the interactive CNN is in the same domain as the initial one. Another major difference is that we do not rely on vision-text correspondences with paired questions-answers or captions; user interaction is simulated via textual expressions that we generate automatically.
Semantic segmentation In this paper, we focus on the application of semantic image segmentation, which is widely studied in the computer vision literature and significantly boosted by the success of deep learning methods [6, 12, 31, 39, 41, 51]. Our goal is to deploy out-of-the-box, state-of-the-art models [12, 41] as estimators, that are then guided by our module to improve their former predictions with the help of a human user (or any given priors as hints).

3. Methods

In this section, we describe how our interaction module is integrated into a fixed CNN following two different approaches: guiding with user clicks and back-propagation (Section 3.2) or natural language inputs (Section 3.3). A general overview for the latter case is shown in Figure 1.

We first define the main elements of our framework, which we refer to throughout this paper. The module we insert into the CNN is called the guide. The guide interacts with the guided CNN through a guiding block, which is built to adjust activation maps of the CNN to improve the final prediction for the given input. The guided CNN is thus split into two parts: the head, which processes the input until it reaches the guiding block, and the tail, that is the rest of the guided network up to the final prediction layer. More formally, by decomposing the network into a head $h$ and a tail function $t$, the output prediction $\hat{y}$ given input $x$ can be written as $t(h(x)) = \hat{y}$. We refer to the information that the guide uses to modify the guided network as the hint.

The split position is chosen manually. However, a reasonable choice is the (spatially) smallest encoding that the network produces, as this layer likely contains the most high-level information in a compact representation. We validate the choice of layers in the Section 4.2.

3.1. Guiding Block

The guiding block is the integral piece of our approach, it enables feedback to flow from the guide into the guided network. Essentially, the guide must be able to modify a set of activations in the guided network. Since activation maps usually consist of a large number of elements (e.g. $32 \times 32 \times 1024 \approx 1$ million), element-wise control is prone to over-fitting. The intuition behind our guiding block is that the network encodes specific features in each channel of a given layer. Thus, a guide that has the ability to strengthen or weaken the activations per channel, can emphasize or suppress aspects of the image representation and thus adapt the prediction in a semantically meaningful way.

The head predicts a feature representation $h(x) = A \in \mathbb{R}^{H \times W \times C}$ with width $W$, height $H$ and number of channels $C$. Then, guiding can be expressed as a per feature map multiplication with a vector $\gamma^{(s)} \in \mathbb{R}^C$ and bias $\gamma^{(b)} \in \mathbb{R}^C$:

$$A' = (1 + \gamma^{(s)})A_c + \gamma^{(b)}, \quad (1)$$

where $c \in [1, \ldots, C]$ indexes the channels of the feature volume $A$ and the corresponding elements of the guiding vector $\gamma = (\gamma^{(s)}, \gamma^{(b)})$. Given this formulation, we are able to adjust a set of feature maps by emphasizing or hiding information per channel. Equation (1) can also be interpreted as the guide predicting a residual update (similar to ResNets [25]) for the activation map $A_c$. $\gamma$ plays the role of a filter on the feature maps. When $\gamma = 0$, our guiding block reproduces the input feature map and thus has no effect in guiding the network. When $\gamma^{(s)} = -1$, channel $c$ would become suppressed as all its units would be set to 0. Conversely, for $\gamma^{(s)} = 1$, the activation strength of that feature channel is doubled. Values smaller than $-1$ invert a feature map, emphasizing aspects that would have been otherwise cut-off by the ReLU unit that typically follows the weight layer (or vice versa).

While this approach, which is similar to the conditioning layer in [20, 50], supports per-channel updates and feature re-weighting via $\gamma$, it is not flexible enough to adjust features spatially since it modifies the whole feature map with the same weight. In other words, it is impossible for this module to encourage spatially localized changes in each feature map (“On the top left you missed...”). To overcome this limitation, we extend the approach to the spatial dimensions $H$ and $W$ of the feature map, i.e. we introduce two additional guiding vectors $\alpha \in \mathbb{R}^H$ and $\beta \in \mathbb{R}^W$ to modify the feature map $A$ with spatial attention. In the following, we will index $A$ with $h, w$ and $c$ to uniquely identify a single element $A_{h,w,c} \in \mathbb{R}$ of $A$

$$A'_{h,w,c} = (1 + \alpha_h + \beta_w + \gamma^{(s)})A_{h,w,c} + \gamma^b \quad (2)$$

The overall function that the guided network computes is thus modified to

$$y^* = t \left( (1 + \alpha \oplus \beta \oplus \gamma^{(s)})\circ h(x) \oplus \gamma^{(b)} \right), \quad (3)$$

where the tiling of the vectors $\alpha$, $\beta$, $\gamma$ along their appropriate dimensions is denoted with $\oplus$ and the Hadamard product with $\circ$. This way $\alpha$ and $\beta$ have spatial influence and $\gamma$ controls the semantic adjustment. Guiding with Equation 3 reduces the number of parameters from $H \times W \times C$ to $H + W + C = 1088$ in the previous example, which is manageable to predict with a small guiding module.

Since fully convolutional architectures are a common choice for image prediction tasks, we employ linear interpolation of $\alpha$ and $\beta$ when the feature map spatial resolution varies. This choice reflects two properties of the guiding block. First, $\alpha$ and $\beta$ do not depend on fixed $H$ and $W$. Second, one can select the granularity of the spatial resolution by changing the dimensionality of $\alpha$ and $\beta$ to match the spatial complexity of the hints that the guide follows.

We describe two fundamentally different ways to employ the guiding block. The first one – guiding by back-
propagation (Section 3.2) – can be directly applied on a pre-trained CNN that is kept constant. The second one aims at online interaction with neural networks via user feedback. The network should be able to deal with hints from different modalities, such as natural language – “the dog was mistaken for a horse”. We describe how the guiding parameters $\alpha$, $\beta$ and $\gamma$ can be predicted with an appropriate module given a hint from a different input domain in Section 3.3, which also speeds up processing.

3.2. Guiding by Back-propagation

In this setup, our goal is to optimize the guiding parameters such that the network revises its decision making process and, without further learning, improves its initial prediction for the current input. The guiding block is placed between head and tail, and the guiding parameters are initialized to 0. For a given sample $x$, we formulate an energy minimization task to optimize $\alpha$, $\beta$ and $\gamma$. The hint will be given as a sparse input $\hat{y}$ associated to a mask $\hat{m}$. $\hat{y}$ and $\hat{m}$ have the same dimensionality as the prediction $\hat{y}$ and the ground truth $y$. $\hat{m}$ is a binary mask that indicates the locations where a hint (i.e. prior knowledge) is given. Prior knowledge can be either directly given by the user or it could be a prior computed by another source.

In semantic segmentation, one can think of the hint as a single (or more) pixel(s) for which the user provides the true class – “this [pixel] is a dog” as additional information. Prior to guiding, a certain loss $\mathcal{L}(t(h(x)), y)$ has been minimized during training of the network for a given task. We now optimize towards the same objective, e.g. per-pixel cross entropy for segmentation, but use the mask $\hat{m}$ to only consider the influence of the hint and minimize for the guiding parameters, as opposed to the network's parameters, i.e.

$$
\alpha^*, \beta^*, \gamma^* = \arg\min_{\alpha, \beta, \gamma} [\hat{m} \odot \mathcal{L}(y^*, \hat{y})].
$$

(4)

In this case, we only update the guiding variables for the current specific input $x$ and hint $\hat{y}$, whereas the network’s weights are not trained further. The minimization finds the best parameters $\alpha^*, \beta^*, \gamma^*$ conditioned on the hint. The key insight is that this results in an overall adjusted prediction.

Since the guiding block and the network $t(h(x))$ are differentiable, we can minimize (4) using standard backpropagation and gradient descent with momentum. Intuitively, the tendency of gradient descent to fall into local optima is desirable here. We are looking for the smallest possible $\alpha$, $\beta$ and $\gamma$ that brings the guided prediction closer to the hint while avoiding degenerate solutions such as predicting the whole image as the hinted class.

3.3. Learning to Guide with Text

While the previous idea is straightforward and simple to apply to any network, it requires the hint to be given in the same domain as the network’s output. We now explore a more natural way of human-machine interaction, in which the user can give hints to the network in natural language and the guiding mechanism is trained to update its parameters after parsing the user’s inputs. To the best of our knowledge, this is a topic that has not been previously studied.

Training with queries Similar to prior work in related fields, we use a recurrent neural network (RNN) for processing natural language inputs. We first encode the input query using a word embedding matrix, pre-trained on a large corpus, to acquire a fixed-length embedding vector per word. The embedded words are fed as inputs to a Gated Recurrent Unit (GRU) [14, 15] at each time step. We freeze and do not further train the word embedding alongside our guiding module, to retain a meaningful word representation. The guiding parameters $\alpha$, $\beta$ and $\gamma$ are predicted as a linear mapping from the final hidden state of the GRU.

The language-guided module is trained as follows. We first generate an initial prediction with the fixed, task-specific CNN, without influence from the guide. We then feed prediction and ground truth into a hint generator, which produces a query (e.g. “the sky is not visible in this image”, thus mimicking the user. The query is then encoded into a representation that becomes responsible for estimating $\alpha$, $\beta$ and $\gamma$ that will guide the feature map using (3) and subsequently update the prediction. The standard loss for the given task (pixel-wise cross entropy loss for semantic segmentation) is re-weighted giving positive weight (1) to the class(es) mentioned in the query to encourage changes in the prediction that coincide with the given hint. All wrongly predicted pixels are given a zero weight to prevent hints from being associated with other visual classes. Initially correct pixels are weighted 0.5 to discourage corrupting correctly classified regions.

Generating queries Previous work mostly relies on human-annotated queries, which make them rich in variety;
however, in this case they would limit the model to a single interaction, since new annotations cannot be recorded adaptively during training. Instead, our approach uses vision-only datasets and does not require visual/textual annotations, such as captions [40], referring expressions [28, 35] and region-description correspondences [47]. Our method aims at aiding the network to correct predictions with various mistakes, rather than producing a segmentation result on demand given an input expression. Therefore, it requires textual expressions that are synthesized on-the-fly from visual categories, by comparing the initial prediction and the ground truth segmentation map.

For the generation of the queries we use a combination of functionality, semantic categories and spatial layouts (see Figure 2). Functional categories are defined by a set of operations that can be carried out on the output to improve it, such as discovering missing semantic classes, suppressing noise or replacing wrongly predicted pixels with another class. The set we used in our experiments consists of two operations, i.e., find to handle classes missing in the initial prediction and remove to correct wrongly predicted labels.

Each query is built by its function and two placeholders, the entries of which are randomly selected at each training step from a set of plausible combinations based on prediction and the ground truth. We first divide the output of the network into a $N \times N$ grid. In each grid cell, we search for all erroneous classes, either missing or mistaken, while ignoring tiny spurious regions comprised of only a few pixels. Next, we randomly sample a class from the generated list of possible choices and use its semantic name for the textual expression (e.g., “find the person”). The sampling probability is proportional to the potential improvement in the prediction. We then track the class position in the image based on the cells where it was found. Different combinations of cells define different spatial attention areas which can be then converted into text phrases such as “on the top left”, “on the bottom”, “in the middle”.

Eventually, the proposed approach can generate textual phrases automatically and online. The guide is thus trained textually expression (list of possible choices and use its semantic name for the textual expression). Next, we randomly sample a class from the generated list of possible choices and use its semantic name for the textual expression. The sampling probability is proportional to the potential improvement in the prediction. We then track the class position in the image based on the cells where it was found. Different combinations of cells define different spatial attention areas which can be then converted into text phrases such as “on the top left”, “on the bottom”, “in the middle”.

Eventually, the proposed approach can generate textual phrases automatically and online. The guide is thus trained textually expression (list of possible choices and use its semantic name for the textual expression). Next, we randomly sample a class from the generated list of possible choices and use its semantic name for the textual expression. The sampling probability is proportional to the potential improvement in the prediction. We then track the class position in the image based on the cells where it was found. Different combinations of cells define different spatial attention areas which can be then converted into text phrases such as “on the top left”, “on the bottom”, “in the middle”.

Eventually, the proposed approach can generate textual phrases automatically and online. The guide is thus trained textually expression (list of possible choices and use its semantic name for the textual expression). Next, we randomly sample a class from the generated list of possible choices and use its semantic name for the textual expression. The sampling probability is proportional to the potential improvement in the prediction. We then track the class position in the image based on the cells where it was found. Different combinations of cells define different spatial attention areas which can be then converted into text phrases such as “on the top left”, “on the bottom”, “in the middle”.

### 4. Experiments

We evaluate our guiding framework under multiple aspects. First, we guide semantic segmentation by backpropagation. This allows us to directly evaluate the performance of the guiding and show how it can be deployed into a model without any additional training. Second, we thoroughly investigate guiding with textual hints.

<table>
<thead>
<tr>
<th>#questions</th>
<th>0</th>
<th>1</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FCN-8s</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mIoU</td>
<td>62.6</td>
<td>65.3</td>
<td>73.1</td>
<td>76.9</td>
<td>77.3</td>
<td><strong>81.0</strong></td>
</tr>
<tr>
<td>p.accuracy</td>
<td>91.1</td>
<td>91.8</td>
<td>94.1</td>
<td>95.3</td>
<td>96.0</td>
<td><strong>96.3</strong></td>
</tr>
</tbody>
</table>

Table 1. Performance after a number of questions. We guide a pre-trained FCN-8s [41] on PascalVOC 2012 val set [22] directly, using back-propagation. We report the mean intersection over union (mIoU) score and pixel accuracy. Every interaction with the user improves the result.

#### 4.1. Guiding by Backpropagation

We investigate the performance gain by employing our guiding block directly on a fixed, pre-trained CNN. The task is semantic segmentation on the PascalVOC 2012 dataset [22]. We use a pre-trained FCN-8s network [41] and insert a guiding block in the smallest encoding layer.

A user interaction scheme similar to the 20-question game of [55] is set up. After an inference step, the network is allowed to ask the user for the class of a single pixel and the guiding layer updates the feature representation using (4). The queried pixel is the one with the smallest posterior probability difference between the two most confident classes. This pixel has the highest interclass uncertainty, meaning that it is the most likely to flip. After each question the prediction is updated and the mean intersection over union (mIoU) is computed.

We have intentionally chosen a somewhat “outdated” architecture since we believe that user interaction is mostly necessary in tasks in which the performance is not close to optimal. We list the performance after 0, 1, 5, 10, 15 and 20 questions in Table 1, where 0 denotes the initial performance of FCN-8s without guiding. Over the course of 20 interactions with the user, a significant improvement of the performance from 62.6% to 81.0% is recorded. It is noteworthy that the top entry on the PascalVOC leaderboard (DeepLab-v3 [13]) currently scores 86.9% mIoU, when trained with additional data. This demonstrates the benefit of guiding by back-propagation: it can be directly incorporated into a pre-trained CNN and, without any further training, it boosts a comparably low performance to reach the state of the art.

#### 4.2. Guiding with Text Inputs

Due to the high accuracy of current methods on the PascalVOC semantic segmentation task, bringing a human into the loop to request improvements was not found to be meaningful with state-of-the-art models. We wish to evaluate our guiding module under a more challenging setting, in which even the performance of a state-of-the-art model is not satisfactory and interaction with a user can be beneficial.

For this purpose, we have chosen to use a dataset with
a limited number of images but rich categorical context. COCO-Stuff [10] is a subset of the popular MS Common Objects in Context (COCO) dataset [40] and consists of 10k images from the train 2014 set, further split into 9k training and 1k testing images. The images are labeled with pixel-level annotations of 91 “things” and 91 “stuff” classes.

**Implementation Details.** We first split the training set into two halves and use the first part for pre-training a DeepLab model [12] with a ResNet-101 [25] as back-end. The input dimensions are $320 \times 320 \times 3$. On this small, challenging dataset, this model scores only 30.5% mIoU. Next, we keep the weights of the semantic segmentation model fixed and only train the guiding mechanism using the remaining 4,500 images that were unseen during the pre-training phase. The guide is trained to translate embedded text queries through a recurrent model into relevant guiding parameters, as described in Section 3.3. For the word embedding we used a pre-trained matrix based on the GloVe implementation [49] that projects each word into a 50-dimensional vector space. The GRU consists of 1024 hidden units. A dense weight layer maps the last state to hidden units. A dense weight layer maps the last state to

Next, we keep the weights of the semantic segmentation model fixed and only train the guiding mechanism using the remaining 4,500 images that were unseen during the pre-training phase. The guide is trained to translate embedded text queries through a recurrent model into relevant guiding parameters, as described in Section 3.3. For the word embedding we used a pre-trained matrix based on the GloVe implementation [49] that projects each word into a 50-dimensional vector space. The GRU consists of 1024 hidden units. A dense weight layer maps the last state to hidden units. A dense weight layer maps the last state to

A dense weight layer maps the last state to hidden units. A dense weight layer maps the last state to hidden units.

<table>
<thead>
<tr>
<th>Guiding Module</th>
<th>mIoU w/ res-blk</th>
<th>mIoU w/o res-blk</th>
</tr>
</thead>
<tbody>
<tr>
<td>FiLM [50]</td>
<td>33.08</td>
<td>33.31</td>
</tr>
<tr>
<td>Ours</td>
<td>33.11</td>
<td><strong>33.56</strong></td>
</tr>
</tbody>
</table>

Table 2. Guiding Block Variants. We evaluate mIoU performance when guiding res4a using find queries, in comparison to the conditioning layer of [50].

<table>
<thead>
<tr>
<th>Guiding Multiple Times</th>
<th>Guiding Location</th>
<th>Hint Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Res4a</td>
<td>Res5a</td>
<td># hints</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0   1   2   3   4</td>
</tr>
<tr>
<td>MLOU</td>
<td></td>
<td>30.53</td>
</tr>
</tbody>
</table>

Table 4. Complexity of Hints. We show performance of the method using two different types of hints.

Table 5. Guiding multiple times. We guide iteratively with multiple find or rmv hints. After three hints performance decreases due to the guide over-amplifying certain features.

In the following, we compare our guiding block to the conditional batch normalization layer of [50]. Then, we explore the effect of guiding location by inserting the guide at different layers of the CNN. Further, we evaluate hint complexity using different query operations and apply repeated guiding to further improve the result. Finally, we provide some insights, by analyzing failure cases through heat map visualization and embeddings of the guiding vectors.

**Guiding Block Evaluation.** In a set of experiments we investigate different variants of the guiding block. The performance can be seen in Table 2. We analyze variants with and without an encompassing res-block around the guiding layer. We compare to the FiLM layer from Perez et al. [50]. The difference to our guiding block are the guiding components $\alpha$ and $\beta$, that translate location information from the text to spatial attention in image space.

**Guiding Location.** Due to the flexibility of the guiding block, it can be plugged into the network at any location. In general, in our experiments we observe that a location that is very late - close to the prediction - inside the network often results in small, local changes in the output. Moving the block earlier results in more global changes that affect a bigger region and sometimes multiple classes. When the
Figure 3. Qualitative Results. We show qualitative results using find hints for missing classes. In the first example, we resolve a confusion between ground and playing field. In the second example, we show that the often occurring spurious predictions can also be handled. The third column shows that the network get the hint to find the banner, although it bleeds slightly into the building below. In the fourth and the last column, classes that are heavily occluded can be discovered too after guiding. The black ground truth label stands for unlabeled thus any prediction is allowed there. Please see the supplementary material for additional examples.

guide is placed too early in the network the feature maps that it guides do not contain enough high-level information to guide appropriately. This can be observed in Table 3, where we compute the mIoU score for guides in different locations inside the network.

Complexity of Hints. Automatically generating hints during training alleviates the need for manual vision-text annotations and also enables direct control of the query complexity. We differentiate between two distinct hints: find and remove. A find hint tells the network that it had missed a class: "There is a person in the top right". remove is the opposite problem - the network had predicted a class that is not there or incorrect.

In Table 4 we show the performance for the different hint types. We observe that remove generally yields a lower performance gain than find. This is explained by the fact that remove is a more ambiguous query than find. When the network is told to remove a class from the prediction it does not know what to replace it with. Training with both queries simultaneously(find or remove), randomly selecting one each time, achieves average performance between the two types.

Guiding multiple times. We have conducted an experiment, similar to the one in Section 4.1 and Table 1, to show-case an interesting property of the guiding module. Since it is trained to adjust the feature space in a way that improves the prediction, we hypothesize that the guided network can be guided repeatedly. The insight is that the guiding block will still result in a valid feature map. We iteratively direct the network (guided at layer res5a) to correct its mistakes via find or rmv queries, although it is not trained with subsequent hints, and report prediction accuracy in Table 5. We observe that the performance has further increased with a second hint. With three or more the guide starts to over-amplify certain features, causing noise in the predictions and decreasing performance. Nonetheless, we still observe a good gain over the non-guided model.

4.3. Insights into the Model

We provide further insight into learned models by examining failure cases and the learned joint embedding.

Failure Cases. When the initial prediction is particularly noisy, the guide has difficulties to fully repair the mistakes, as shown in Figure 4. Given a hint that a building is missing, the network can partly recover it, but a lot of spurious regions remain. We assume that the relevant features that would be needed for successful guiding, cannot be fully recovered from the noise in the guided activation map or are
Failure case. Hint: "there is a building in the top" When the initial prediction fails, our method has difficulties recovering the mistakes. The refinement includes the building only partially and it bleeds into stone-wall below.

Failure Case Visualization. In the first example a) the refined prediction is correct. In b) the heatmap indicates that the guide has the right focus but it is not enough to change the output. The guide is not present at all.

To understand how the activation map is influenced by the guide, we visualize a heatmap for different queries in the same image and investigate a failure case in Figure 5. In this visualization we can see that the system understands the hint about the sky (a). However, given the refined prediction for the surfboard hint (b), we would assume that it did not understand the query correctly. The heatmap shows that the guide indeed does emphasize the right parts of the image, but not strong enough to overpower the sea label. Potentially more precise queries during training could fix this problem. "There is a surfboard where you predicted sea" would let the guide not only emphasize surfboard related activations but simultaneously dampen the sea class, leading to better results in these cases.

Semantic Analysis of the Learned $\gamma$-vectors. We analyze the mapping from text to guiding vectors. To this end, we predict a $\gamma$ vector for each class using a find query.

In Figure 6 we display the t-SNE projection of these 256 dimensional vectors. The color categories that the 182 classes are grouped into, are set from higher level categories. The grouping into categories was never used during training. This space is the intersection between features learned from the CNN for segmentation and text representation learned by the RNN. The fact that semantically similar words cluster means that the joint embedding successfully correlates text and image features. A stronger clustering would mean that the $\gamma$-vectors are very similar inside the cluster, thus the network would have more difficulties guiding these classes. This can still be seen in a few cases such as the very close sand and mud classes, which are visually very similar and often do not improve after guiding.

5. Conclusion

In this paper, we have presented a system that allows for natural interaction of a human user with neural networks. The idea is to enable feedback from the user to guide the network by updating its feature representations on-the-fly, conditioned by the user’s hint, without further training the network’s parameters. An intuitive way of interaction is via text queries, sent by the human to the network, which aim at improving some initial estimation on a specific task.

We have created queries automatically with a specialized algorithm. In the future we would like to explore the possibility of generating queries with a second network that learns the role of the user, giving hints to the first. Further, image-guided attention mechanism can be incorporated into the RNN to improve the interaction mechanism.
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