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Abstract

Semantic image segmentation is a basic street scene understanding task in autonomous driving, where each pixel in a high resolution image is categorized into a set of semantic labels. Unlike other scenarios, objects in autonomous driving scene exhibit very large scale changes, which poses great challenges for high-level feature representation in a sense that multi-scale information must be correctly encoded. To remedy this problem, atrous convolution\[14\] was introduced to generate features with larger receptive fields without sacrificing spatial resolution. Built upon atrous convolution, Atrous Spatial Pyramid Pooling (ASPP)[2] was proposed to concatenate multiple atrous-convolved features using different dilation rates into a final feature representation. Although ASPP is able to generate multi-scale features, we argue the feature resolution in the scale-axis is not dense enough for the autonomous driving scenario. To this end, we propose Densely connected Atrous Spatial Pyramid Pooling (DenseASPP), which connects a set of atrous convolutional layers in a dense way, such that it generates multi-scale features that not only cover a larger scale range, but also cover that scale range densely, without significantly increasing the model size. We evaluate DenseASPP on the street scene benchmark Cityscapes[4] and achieve state-of-the-art performance.

1. Introduction

With Fully Convolutional Network (FCN)[16], semantic image segmentation has achieved promising results with significantly improved feature representation. High level semantic information plays a crucial role in achieving high performance for a segmentation network. To extract high level information, FCN uses multiple pooling layers to increase the receptive field size of an output neuron. However, increased number of pooling layers leads to reduced feature map size, which poses serious challenges to up-sample the segmentation output back to full resolution. On the other hand, if we output the segmentation from an early layer with larger resolution, we were not able to make use of higher level semantics for better reasoning.

Atrous convolution[14] is proposed to resolve the contradictory requirements between larger feature map resolution and larger receptive fields. An atrous kernel can be dilated in varied rates by inserting zeros into appropriate positions in the kernel mask. Compared to the traditional convolution operator, atrous convolution is able to achieve a larger receptive field size without increasing the numbers of kernel parameters. A feature map produced by an atrous convolution can be as the same size as the input, but with each output neuron possessing a larger receptive field, and therefore encoding higher level semantics.

Although atrous convolution solves the contradiction between feature map resolution and receptive field size, a method that simply generates a semantic mask from atrous-convolved feature map still suffers from a limitation. Specifically, all neurons in the atrous-convolved feature map share the same receptive field size, which means the process of semantic mask generation only made use of features from a single scale. However, experiences [24, 3] show that multi-scale information would help resolve ambiguous cases and results in more robust classifi-
cation. To this end, ASPP[2, 3] proposed to concatenate feature maps generated by atrous convolution with different dilation rates, so that the neurons in the output feature map contain multiple receptive field sizes, which encode multi-scale info and eventually boost performance.

However, ASPP still suffers from another limitation. Specifically, input images under the autonomous driving scenarios are of high resolution, which requires neurons to have even larger receptive field. To achieve a large enough receptive field in ASPP, a large enough dilation ratio has to be employed. However, as the dilation rate increases (e.g. \(d > 24\)), the atrous convolution becomes more and more ineffective and gradually loses its modeling power[3]. Therefore, it is important to design a network structure that is able to encode multi-scale information, and simultaneously achieves a large enough receptive field size.

This motivates us to propose Dense Atrous Spatial Pyramid Pooling (DenseASPP) to solve challenging scale variations in street scenes as shown in Fig. 1. DenseASPP consists of a base network followed by a cascade of atrous convolution layers. It uses dense connections to feed the output of each atrous convolution layer to all unvisited atrous convolution layers ahead, see Fig. 2. In DenseASPP, each atrous convolution layer only makes use of atrous filters with reasonable dilation rate (\(d \leq 24\)). By the series of atrous convolutions, neurons at later layers obtain larger and larger receptive field without suffering from the kernel degradation issue in ASPP. And by the series of feature concatenations, neurons at each intermediate feature map encode semantic information from multiple scales, and different intermediate feature maps encode multi-scale information from different scale ranges. Therefore, the final output feature map in DenseASPP not only covers semantic information in a large scale range, but also covers that range in a very dense manner, see Fig. 3. We evaluate DenseASPP on Cityscapes datasets and achieves state-of-the-art performance with an mean Intersection-over-Union score of 80.6%.

To summarize, this paper makes two following contributions:

1. DenseASPP is able to generate features that covers a very large scale range (in terms of receptive field sizes).
2. The generated features of DenseASPP are able to cover the above scale range in a very dense manner.

It is worth to note that the above two properties cannot be simultaneously achieved by simply stacking atrous convolutional layers in cascade or in parallel.

2. Related Work

Semantic image segmentation requires high-level features to represent each pixel for semantic prediction, and ConvNets become the backbone for high-level feature extraction[10, 24, 12, 2, 3]. Since ConvNets are designed to do prediction at the whole image level, multiple modifications are made for pixel-level prediction. Fully convolutional network transforms fully connected layers into convolution layers to enable a classification net to output a heat-map[16]. With several down-sampling layers, resolution of high-level feature maps is with quite low resolution (typically 1/32 of the input image), and bilinear up-sampling or deconvolution is used to recover the resolution.

To compensate the low resolution of high-level features, feature maps from middle or early layers are also used by skip-connections[6, 11, 20]. Due the low-resolution is caused by down-sampling layers, DeepLab[14] proposed to remove last few max-pooling layers and reconfigure the network use atrous convolution to reuse pre-trained weights. Instead of adding atrous convolution layers to remove pooling layers, more atrous convolution layers are stacked in cascade to further increase the receptive field size[3] to cover large objects and bring broad contexts.

In addition, multi-scale features is another important factor to segment objects are with various scales and ambiguous pixels requiring diverse range of contextual information. Following spatial pyramid matching[13], PSPNet[24] and ASPP[2] are proposed to concatenate features of multiple receptive field sizes together for final prediction, where PSPNet employs four spatial pyramid pooling (downsampling) layers in parallel to aggregate information from multiple receptive field sizes and assign to each pixel via upsampling. ASPP concatenates features from multiple atrous convolution layers with different dilation rates arranged in parallel. The proposed DenseASPP combines the advantages of using atrous convolution layers in parallel and in cascade, and generates features of more scales in a larger range.

DenseASPP is named after DenseNet[8] which can be viewed as a special case of DenseASPP by setting dilation rate as 1. Thus, DenseASPP also shares the advantages of DenseNet including alleviating gradient-vanishing problem and substantially fewer parameters. In dilated DenseNet, a concurrent work by Yee[23], the same idea is used for cardiac MRI segmentation.

3. Dense Atrous Spatial Pyramid Pooling

In this section, we start with preliminary knowledges of atrous convolution and atrous spatial pyramid pooling, then introduce the proposed approach.

3.1. Atrous convolution and pyramid pooling

Atrous convolution is first introduced in[14] to increasing receptive field while keeping the feature map resolution unchanged. In one dimensional case, let \(y[i]\) denote output
signal and $x[i]$ denote input signal, atrous convolution can be formulated as follows:

$$y[i] = \sum_{k=1}^{K} x[i + d \cdot k] \cdot w[k]$$

(1)

where $d$ is the dilation rate, $w[k]$ denotes the $k$-th parameter of filter, and $K$ is the filter size. This equation reduces to a standard convolution when $d = 1$. Atrous convolution is equivalent to convolving the input $x$ with up-sampled filters produced by inserting $d - 1$ zeros between two consecutive filter values. Thus, a large dilation rate means a large receptive field.

In street scene segmentation, objects usually have very different sizes. To handle this case, the feature maps must be able to cover different scales of receptive fields. For this goal, DeepLabV3 [3] proposed two strategies, i.e. cascading and parallel of several atrous convolutional layers with different dilation rates. In cascading mode, since a upper atrous layer accepts output of a lower atrous layer, it can efficiently produce large receptive fields. In parallel mode, since multiple atrous layers accept the same input and their outputs are concatenated together, the obtained output is indeed a sampling of the input with different scales of receptive fields. The parallel mode is formally termed as ASPP, which is an abbreviation of Atrous Spatial Pyramid Pooling in [2].

To simplify notations, we use $H_{K,d}(x)$ to term an atrous convolution, and consequently write ASPP as

$$y = H_{3.6}(x) + H_{3.12}(x) + H_{3.18}(x) + H_{3.24}(x)$$

(2)

In this work, motivated by DenseNets [8], we further push the boundaries of cascading and parallel strategies to a novel architecture which is able to generate much more densely scaled receptive fields than [3]. Experimental results on the Cityscapes[4] dataset demonstrated its effectiveness.

### 3.2. Denser feature pyramid and larger receptive field

The structure of DenseASPP is illustrated in Fig. 2(a). The atrous convolutional layers are organized in a cascade fashion, where the dilation rate of each layer increases layer by layer. Layers with small dilation rates are put in the lower part, while layers with large dilation rates are put in...
the upper part. The output of each atrous layer is concatenated with the input feature map and all the outputs from lower layers, and the concatenated feature map is fed into the following layer. The final output of DenseASPP is a feature map generated by multi-rate, multi-scale atrous convolutions. The proposed structure can simultaneously compose a much denser and larger feature pyramid using only a few atrous convolutional layers. Following equation (2), each atrous layer in DenseASPP can be formulated as follows:

\[ y_{t} = H_{Kd} ( [y_{t-1}, y_{t-2}, \cdots, y_{0}] ) \tag{3} \]

where \( d_{l} \) represents the dilation rate of layer \( l \), and \([\cdots] \) denotes the concatenation operation. \([y_{t-1}, \cdots, y_{0}]\) means the feature map formed by concatenating the outputs from all previous layers. Compared with the original ASPP [3], DenseASPP stacks all dilated layers together, and connects them with dense connections. This change brings us mainly two benefits: denser feature pyramid, and larger receptive field. We explain our network design in detail in terms of these two benefits in the following two subsections.

3.2.1 Denser feature pyramid

DenseASPP composes a denser feature pyramid than that in ASPP. The word ‘denser’ not only means better scale diversities of the feature pyramid, but also means there are more pixels involved in convolution than that in ASPP.

**Denser scale sampling**: DenseASPP is an effective architecture to sample inputs at different scales. A key design of DenseASPP is using dense connections to enable diverse ensembling of layers with different dilation rates. Each ensemble is equivalent to a kernel in different scale, i.e. different receptive field. Consequently, we get a feature map with many more scales than that in ASPP [2].

Dilation is able to increase receptive field of a convolution kernel. For an atrous convolutional layer with dilation rate \( d \) and kernel size \( K \), the equivalent receptive field size is:

\[ R = (d - 1) \times (K - 1) + K \tag{4} \]

For example, for a \( 3 \times 3 \) convolutional layer with \( d = 3 \), the corresponding receptive field size is 7.

Stacking two convolutional layers together can give us a larger receptive field. Suppose we have two convolution layers with the filter size \( K_{l} \) and \( K_{2} \) respectively, the new receptive field is:

\[ K = K_{l} + K_{2} - 1 \tag{5} \]

For example, a convolutional layer with kernel size 7 stacked with a convolutional layer with kernel size 13 will result in a receptive field of size 19.

This DenseASPP is constructed with dilation rate of 3, 6, 12, 18. The number(s) in each strip represent the combination of different dilation rate, and the length of each strip represents the equivalent kernel size of each combination. It is obvious that dense connections between stacked atrous layers are able to compose feature pyramid with much denser scale diversity. The receptive fields that DenseASPP ensembles are a super set of that in ASPP.

![Figure 3. Illustration of DenseASPP’s scale pyramid corresponding to the setting of densely stacking atrous convolutions with dilation rates (3, 6, 12, 18). DenseASPP produces feature pyramid with much larger scale diversity (i.e. high resolution in the scale-axis) and larger receptive field. k on the right side of each strip represents the receptive field size of the corresponding combination.](image)

Denser pixel sampling: Compared to ASPP, DenseASPP gets more pixels involved in the computation of feature pyramid. ASPP composes feature pyramid using 4 atrous convolutional layers with dilation rate of 6, 12, 18, 24. The pixel sampling rate of an atrous convolutional layer with large dilation rate is quite sparse compared to a traditional convolution layer of the same receptive field.

Fig. 4(a) illustrates a traditional one-dimensional atrous convolution layer, which has a dilation rate of 6. This convolution have a receptive field size 13. However, in such a large kernel, only 3 pixels are sampled for calculation. This phenomenon gets worse in the two-dimensional case. Although large receptive fields are obtained, a lot of information is abandoned in the calculation process.

The situation is quite different in DenseASPP. Dilation rate increases layer by layer in DenseASPP, thus, convolutions in the upper layer can employ features from the lower layers, and make pixel sampling denser. Fig. 4(b) illustrates this process: an atrous layer with dilation rate 3 is put below the layer with dilation rate 6. For the original atrous layer with dilation rate of 6, information of 7 pixels will contribute for the final calculation, which is denser than the original 3 pixels. In the two-dimensional case, 49 pixels will contribute for the final prediction while in the standard
one-layer dilated convolution only 9 pixels will contribute. This phenomenon becomes more obvious when the dilation rate goes larger. Fig. 4(c) illustrates the phenomenon for the 2D version. The convolutional layer with larger dilation rate can draw help from the filter with smaller dilation rate, and samples pixels in a much denser way.

Figure 4. (a) Standard one-dimensional atrous convolution with dilation rate of 6. (b) Stacking an atrous layer with small dilation rate below an atrous layer with larger dilation rate makes a denser sampling rate. Red color denotes where the information come from. (c) Two-dimensional version of (b).

3.2.2 Larger receptive field

Another benefit brought by DenseASPP is the larger receptive field. Atrous convolutional layers works in parallel in traditional ASPP, and four sub-branches do not share any information in the feed forward process. To the opposite, atrous convolutional layers in DenseASPP share information through skip connections. Layers with small dilation rate and large dilation rate work interdependently, in which the feed forward process will not only compose a denser feature pyramid, but also come up with a larger filter to perceive larger context.

Following equation (5), let \( R_{max} \) denote the largest receptive filed of a feature pyramid, and function \( R_{K,d} \) means that of a convolutional layer with kernel size \( K \) and dilation rate \( d \). Thus, the largest receptive field of ASPP(6, 12, 18, 24) is:

\[
R_{max} = \max[R_{3,6}, R_{3,12}, R_{3,18}, R_{3,24}] = R_{3,24} \tag{6}
\]

while in the case of DenseASPP(6, 12, 18, 24), the largest receptive field is:

\[
R_{max} = R_{3,6} + R_{3,12} + R_{3,18} + R_{3,24} - 3 = 122 \tag{7}
\]

Such a large receptive field can provide global information for large objects in high resolution images. For example, the resolution of Cityscapes [4] is \( 2048 \times 1024 \), and the last feature map of our segmentation network is \( 256 \times 128 \). DenseASPP(6, 12, 18, 24) covers a feature map size of 122, and DenseASPP(3, 6, 12, 18, 24) covers a larger feature map size of 128.

3.3. Model size control

To control model size and to prevent the network from growing too wide, we followed [8] to add a \( 1 \times 1 \) convolutional layer before every dilated layer in DenseASPP to reduce feature map’s depth into half of its original size. Besides, thin filters are used to further control the output size.

Suppose every atrous layer outputs \( n \) feature maps, DenseASPP have \( c_0 \) feature maps as input, and the \( l \)-th \( 1 \times 1 \) convolutional layer before \( l \)-th dilated layer have \( c_l \) input feature maps, we have:

\[
c_l = c_0 + n \times (l - 1) \tag{8}
\]

In our setting, every \( 1 \times 1 \) convolutional layer before the dilated layer reduces the dimension into \( c_0/2 \) channels. And we set \( n = c_0/8 \) for all atrous layers in DenseASPP. Thus, the number of parameters in DenseASPP can be calculated as follows:

\[
S = \sum_{l=1}^{L} \left[ c_l \times 1^2 \times \frac{c_0}{2} + \frac{c_0}{2} \times K^2 \times n \right] = \sum_{l=1}^{L} \left[ \frac{c_0}{2} (c_0 + (l - 1) \times \frac{c_0}{8}) + \frac{c_0}{2} \times K^2 \times \frac{c_0}{8} \right] = \frac{c_0^2}{32} (15 + L + 2K^2) L \tag{9}
\]

where \( L \) is the number of atrous layers in DenseASPP, and \( K \) is the kernel size. For example, the feature map of DenseNet121 have 512 channels, thus \( n \) is set to 64 for DenseNet121-based model. Besides, before every atrous layer, the number of channels in a feature map is reduced into 256 by a \( 1 \times 1 \) convolutional layer. Consequently, DenseASPP (3, 6, 12, 18, 24) outputs a feature map with 832 channels, totaling 1,556,480 parameters, which is much smaller than the model size of DenseNet121 (nearly \( 1 \times 10^7 \) parameters).

4. Experiments

DenseASPP is proposed to tackle the scale variations and contextual information demanding in street scenes, we empirically verify it on Cityscapes dataset in this section. Cityscapes [4] is comprised of a large, diverse set of high-resolution (2048 x 1024) images recorded in streets, where 5000 of these images have high quality pixel-level labels of 19 classes and results 9.43 x 10^9 labeled pixels in total. Following the standard setting of Cityscapes, the 5000 images are split into 2975 training and 500 validation images with publicly available annotation, as well as 1525 test images with annotations withheld and comparison to other methods is performed via a dedicated evaluation server. For quantitative evaluation, mean of class-wise Intersection over Union (mIoU) are used.
### 4.1. Implementation Details

We implement our methods on PyTorch \[17\]. For a ConvNet pre-trained on ImageNet \[5\], we first remove the last two pooling layers and the last classification layer, and set the dilation rates of the convolution layers after the two removed pooling layers to be 2 and 4 respectively to make the pre-trained weights reusable. The modified ConvNets outputs the basic feature map of \( \frac{1}{2} \) input image resolution. ASPP, PSPNet and the proposed DenseASPP are all added on the basic feature map, and all output feature maps of \( \frac{1}{8} \) input image resolution. Followed the feature map, a convolution layer with nineteen \( \times \)1 filters are used to predict the \( \frac{1}{8} \) label map, which is further up-sampled by a factor of 8 to define the cross entropy loss using the ground-truth label map.

Batch normalization \[9\] is used before each weight layer in our implementation to ease the training and make it is comparable to concatenate feature maps from different layers. To avoid over-fitting, common data augmentations are used as preprocessing, including random flipping horizontally, random scaling in the range of \([0.5, 2]\), random brightness jittering within the range of \([-10, 10]\), and random crop of \(512 \times 512\) image patches.

For training, we use the Adam optimizer \[12\] with an initial learning rate of 0.0003 and weight decay of 0.00001. The learning rate is scheduled by multiplying the initial learning rate with \(\left(1 - \frac{\text{epoch}}{\text{maxEpoches}}\right)^{0.9}\). All models are trained for 80 epochs with mini-batch size of 8. The statistics of batch normalization is updated on the whole mini-batch.

#### 4.1.1 DenseASPP

We followed \[2\] to build our baseline model, the only difference is that DenseNet121 is used to replace ResNet101 \[7\]. We compare the proposed DenseASPP with the original ASPP. For both ASPP and DenseASPP, we use four atrous convolutional layers with dilation rates 6, 12, 18, 24 respectively. All other settings are kept the same. The results are evaluated on the validation set of Cityscapes, and listed in Table 2. Results shows that DenseASPP significantly improve the segmentation performance over the baseline model by 4.2%, and some examples are shown in Fig. 5. Deeper pre-trained models are helpful to further improve performance.

#### Table 2. DenseASPP improve the performance of segmentation by a huge level.

<table>
<thead>
<tr>
<th>Base model</th>
<th>Structure</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseNet121</td>
<td>ASPP(6, 12, 18, 24)</td>
<td>72.0%</td>
</tr>
<tr>
<td>DenseNet121</td>
<td>DenseASPP(6, 12, 18, 24)</td>
<td>76.2%</td>
</tr>
<tr>
<td>DenseNet169</td>
<td>DenseASPP(6, 12, 18, 24)</td>
<td>77.7%</td>
</tr>
<tr>
<td>DenseNet201</td>
<td>DenseASPP(6, 12, 18, 24)</td>
<td>79.9%</td>
</tr>
</tbody>
</table>

#### 4.1.2 Detailed study on DenseASPP components

DenseASPP is composed of multiple atrous convolutional layers with different dilation rates. In this part, experiments are designed to study how different settings of DenseASPP influence the performance quantitatively. The results are evaluated on Cityscapes’ validation set, and illustrated in Table 3. From these experiments, we can get two conclusions. First, the segmentation performance improves with increasing of max feature scales(largest receptive of DenseASPP) of DenseASPP. In fact, both adding more layers and use large dilation rates can increase max scale of DenseASPP. After the max scale goes larger than 128, which is the width of feature map of Cityscapes’ image, the performance stopped increasing. Second, even with a relatively weak base model, i.e. DenseNet121, DenseASPP can obtain reasonably high performances.

#### 4.1.3 Comparing with state-of-the-art

We train DenseASPP based on DenseNet169(wider) \[8\] with only fine annotated data, and submit the results on test set to the evaluation system of Cityscapes \[4\]. With multi-scale \([0.5, 0.8, 1.0, 1.2, 1.5, 2.0]\) testing, this model achieves mIoU of 80.6% on the test set. We compare our
Due to the ability to capture larger context, DenseASPP can correctly classify confusing categories 'vegetation' and 'terrain', and can distinguish 'fence' from the background.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Max Scale</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseNet121 + DenseASPP(6, 12)</td>
<td>57</td>
<td>74.8%</td>
</tr>
<tr>
<td>DenseNet121 + DenseASPP(6, 12, 18)</td>
<td>73</td>
<td>75.6%</td>
</tr>
<tr>
<td>DenseNet121 + DenseASPP(3, 6, 12, 18)</td>
<td>79</td>
<td>75.7%</td>
</tr>
<tr>
<td>DenseNet121 + DenseASPP(6, 12, 18, 24)</td>
<td>122</td>
<td>76.2%</td>
</tr>
<tr>
<td>DenseNet121 + DenseASPP(3, 6, 12, 18, 24)</td>
<td>128</td>
<td>76.6%</td>
</tr>
<tr>
<td>DenseNet121 + DenseASPP(3, 6, 12, 18, 24, 30)</td>
<td>179</td>
<td>76.5%</td>
</tr>
</tbody>
</table>

The quality of the last feature map, which is the input of the decision making layer, i.e. softmax layer, is critical for an accurate segmentation. In this section, we first evaluate the feature map quality from both feature level and results level. Then, we study the two major reasons which affect feature maps significantly, i.e. size of receptive field and scale/pixel sampling rates.

### 4.2.1 Feature similarities

Context information is of great significance for distinguishing confusing categories and classifying large objects. In the Cityscapes dataset, some categories are easily to be misclassified each other due to similar appearances, e.g. 'vegetation' and 'terrain', 'bus', 'car', 'truck' and 'train'. For these categories, sufficient context information is critical.

Fig. 5 illustrates two examples where some confusing categories exist. Without enough context information, our baseline model cannot correctly classify 'terrain' and 'fence' in the first example, and misclassified the category of 'bus' and 'truck' and 'wall' in the second example. Our proposed model can correctly classify these images. These examples shows the ability of DenseASPP on modeling large context information.

### 4.2. Ablation Studies

The quality of the last feature map, which is the input of the decision making layer, i.e. softmax layer, is critical for an accurate segmentation. In this section, we first evaluate the feature map quality from both feature level and results level. Then, we study the two major reasons which affect feature maps significantly, i.e. size of receptive field and scale/pixel sampling rates.

Feature level analysis are further performed to see how our proposed model classifies each pixel. The output of DenseASPP is a multi-channel feature map, based on which a softmax classification is employed to classify each pixel into one class. Thus, each position of the feature map correspond to a pixel, and pixels with the same label are likely have similar features. In order to study how DenseASPP
classifies a pixel, feature similarities between pixels are calculated in the whole feature map, and the results are illustrated by a heat-map as shown in Fig. 6. Cosine similarity is used to measure the similarities between features of pixels.

The similarity map of DenseASPP shows that most of pixels in a continuous region with the same label have similar features. This means we get similar features for pixels in this region. However, the hot regions of results are much smaller and spotted when the DenseASPP is removed. Consequently, pixels in this region are unlikely to be classified to the same category. Large context information brought by DenseASPP is critical for correct segmentation in this case.

4.2.2 Visualization of receptive field

Since the empirical receptive field sizes are often much smaller than the theoretical ones, we use the method proposed by [25] to visualize the empirical receptive field sizes. Specifically, for a feature vector representing a image patch with theoretical receptive field size, we use a $8 \times 8$ mean image to cover the image patch in a sliding-window way and record the changes of the feature vector measured by the Euclidean distances as a heat-map. The heat-map indicates which pixels actually affect the feature vector.

The convolution layer with largest dilation rate of ASPP(6, 12, 18, 24) and DenseASPP(6, 12, 18, 24) are visualized respectively, and illustrated in Fig. 8. It is obviously to see that dilated layer of DenseASPP sampling denser, and captures larger receptive field.

4.2.3 Illustration of scale diversity

The more densely connected atrous convolution layers we use in DenseASPP, the more densely sampled feature map we can get. Thus, gradually removing top atrous convolutional layers in DenseASPP will reduce the sampling rates in scale space, and consequent segmentation performances.

In this part, we did experiments to visualize such kinds of effects. Fig. 7 shows the results.

It is obvious that, with removing of top layers, the sampling rates in scale space decrease quickly. Large objects such as 'truck' and 'wall' is severely impacted. 'Train' in the middle scale is less affected. Results of small and easy objects, like 'person', are fine. This results further demonstrate the necessity of using densely connected cascaded atrous convolution layers in street scene segmentation.

5. Conclusion

In this paper, we propose DenseASPP to tackle the challenging problem of street scene segmentation where objects vary largely in scale. DenseASPP connects a set of atrous convolution layers in a dense way, which effectively generates densely spatial-sampled and scale-sampled features in a very large range. Theoretical analysis, visualization and quantitative experimental results on Cityscapes dataset are presented to demonstrate the effectiveness of DenseASPP.
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