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Abstract

In this paper, we address the shape-from-shading prob-

lem by training deep networks with synthetic images. Un-

like conventional approaches that combine deep learning

and synthetic imagery, we propose an approach that does

not need any external shape dataset to render synthetic im-

ages. Our approach consists of two synergistic processes:

the evolution of complex shapes from simple primitives, and

the training of a deep network for shape-from-shading. The

evolution generates better shapes guided by the network

training, while the training improves by using the evolved

shapes. We show that our approach achieves state-of-the-

art performance on a shape-from-shading benchmark.

1. Introduction

Shape from Shading (SFS) is a classic computer vision

problem at the core of single-image 3D reconstruction [44].

Shading cues play an important role in recovering geometry

and are especially critical for textureless surfaces.

Traditionally, Shape from Shading has been approached

as an optimization problem where the task is to solve for a

plausible shape that can generate the pixels under a Lamber-

tian shading model [43, 15, 5, 4, 3]. The key challenge is to

design an appropriate optimization objective to sufficiently

constrain the solution space, and to design an optimization

algorithm to find a good solution efficiently.

In this paper, we address Shape from Shading by train-

ing deep networks on synthetic images. This follows an

emerging line of work on single-image 3D reconstruction

that combines synthetic imagery and deep learning [36, 25,

24, 45, 29, 37, 10, 42, 6]. Such an approach does away

with the manual design of optimization objectives and al-

gorithms, and instead trains a deep network to directly es-

timate shape. This approach can take advantage of a large

amount of training data, and has shown great promise on

tasks such as view point estimation [36], 3D object recon-

struction and recognition [37, 10, 42], and normal estima-

tion in indoor scenes [45].

One limitation of this data-driven approach, however, is

availability of 3D shapes needed for rendering synthetic im-

ages. Existing approaches have relied on manually con-

structed [8, 41, 1] or scanned shapes [9]. But such datasets

can be expensive to build. Furthermore, while synthetic

datasets can be augmented with varying viewpoints and

lighting, they are still constrained by the number of dis-

tinct shapes, which may limit the ability of trained models

to generalize to real images.

An intriguing question is whether it would be possible to

do away with manually curated 3D shapes while still being

able to use synthetic images to train deep networks. Our key

hypothesis is that shapes are compositional and we should

be able to compose complex shapes from simple primitives.

The challenge is how to enable automatic composition and

how to ensure that the composed shapes are useful for train-

ing deep networks.

We propose an evolutionary algorithm that jointly gener-

ates 3D shapes and trains a shape-from-shading deep net-

work. We evolve complex shapes entirely from simple

primitives such as spheres and cubes, and do so in tan-

dem with the training of a deep network to perform shape

from shading. The evolution of shapes and the training of

a deep network collaborate—the former generates shapes

needed by the latter, and the latter provides feedback to

guide the former. Our approach is significantly novel com-

pared to prior works that use synthetic images to train deep

networks, because they have all relied on manually curated

shape datasets [36, 24, 45, 37].

In this algorithm, we represent each shape using an im-

plicit function [28]. Each function is composed of simple

primitives, and the composition is encoded as a computa-

tion graph. Starting from simple primitives such as spheres

and cubes, we evolve a population of shapes through trans-

formations and compositions defined over graphs. We ren-

der synthetic images from each shape in the population and

use the synthetic images to train a shape-from-shading net-

work. The performance of the network on a validation set

of real images is then used to define the fitness score of

each shape. In each round of the evolution, fitter shapes

have better chance of survival whereas less fit shapes tend

to be eliminated. The end result is a population of surviving
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Figure 1. The overview of our approach. Starting from simple primitives such as spheres and cubes, we evolve a population of complex

shapes. We render synthetic images from the shapes to incrementally train a shape-from-shading network. The performance of the network

on a validation set of real images is then used to guide the shape evolution.

shapes, along with a shape-from-shading network trained

with them. Fig. 1 illustrates the overall pipeline.

The shape-from-shading network is incrementally

trained in a way that is tightly integrated with shape evo-

lution. In each round of evolution, the network is fine-

tuned separately with each shape in the population, spawn-

ing one new network instance per shape. Then the best

network instance advances to the next round while the rest

are discarded. In other words, the network tries updating

its weights using each newly evolved shape, and the best

weights are kept to the next round.

We evaluate our approach using the MIT-Berkeley In-

trinsic Images dataset [5]. Experiments demonstrate that

we can train a deep network to achieve state-of-the-art per-

formance on real images using synthetic images rendered

entirely from evolved shapes, without the help of any man-

ually constructed or scanned shapes. In addition, we present

ablation studies which support the design of our evolution-

ary algorithm.

Our results are significant in that we demonstrate that it

is potentially possible to completely automate the genera-

tion of synthetic images used to train deep networks. We

also show that the generation procedure can be effectively

adapted, through evolution, to the training of a deep net-

work. This opens up the possibility of training 3D recon-

struction networks with a large number of shapes beyond

the reach of manually curated shape collections.

To summarize, our contributions are twofold: (1) we pro-

pose an evolutionary algorithm to jointly evolve 3D shapes

and train deep networks, which, to the best of our knowl-

edge, is the first time this has been done; (2) we demonstrate

that a network trained this way can achieve state-of-the-

art performance on a real-world shape-from-shading bench-

mark, without using any external dataset of 3D shapes.

2. Related Work

Recovering 3D properties from a single image is one of

the most fundamental problems of computer vision. Early

works mostly focused on developing analytical solutions

and optimization techniques, with zero or minimal learn-

ing [13, 44, 5, 4, 3]. Recent successes in this direction in-

clude the SIRFS algorithm by Barron and Malik [5], the

local shape from shading method by Xiong et al. [43], and

“polynomial SFS” algorithm by Ecker and Jepson [15]. All

these methods have interpretable, “glass box” models with

elegant insights, but in order to maintain analytical tractabil-

ity, they have to make substantial assumptions that may not

hold in unconstrained settings. For example, SIRFS [5] as-

sumes a known object boundary, which is often unavailable

in practice. The method by Xiong et al. assumes quadrati-

cally parameterized surfaces, which has difficulties approx-

imating sharp edges or depth discontinuities.

Learning-based methods are less interpretable but more

flexible. Seminal works include an MRF-based method pro-

posed by Hoiem et al. [19] and the Make3D [32] system
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by Saxena et al. Cole et al. [12] proposed a data-driven

method for 3D shape interpretation by retrieving similar

image patches from a training set and stitching the local

shapes together. Richter and Roth [30] used a discrimi-

native learning approach to recover shape from shading in

unknown illumination. Some recent works have used deep

neural networks for predicting surface normals [40, 2] or

depth [16, 39, 7] and have shown state-of-the-art results.

Learning-based methods cannot succeed without high-

quality training data. Recent years have seen many ef-

forts to acquire 3D ground truth from the real world, in-

cluding ScanNet [14], NYU Depth [26], the KITTI Vi-

sion Benchmark Suite [17], SUN RGB-D [33], B3DO [22],

and Make3D [32], all of which offer RGB-D images cap-

tured by depth sensors. The MIT-Berkeley Intrinsic Images

dataset [5] provides real world images with ground truth on

shading, reflectance, normals in addition to depth.

In addition to real world data, synthetic imagery has also

been explored as a source of supervision. Promising results

have been demonstrated on diverse 3D tasks such as pose

estimation [36, 24, 1], optical flow [6], object reconstruc-

tion [37, 10], and surface normal estimation [45]. Such

advances have been made possible by concomitant efforts

to collect 3D content needed for rendering. In particular,

the 3D shapes have come from a variety of sources, includ-

ing online CAD model repositories [8, 41], interior design

sites [45], video games [29, 31], and movies [6].

The collection of 3D shapes, from either the real world

or a virtual world, involves substantial manual effort—the

former requires depth sensors to be carried around whereas

the latter requires human artists to compose the 3D models.

Our work explores a new direction that automatically gen-

erates 3D shapes to serve an end task, bypassing real world

acquisition or human creation.

Our work draws inspiration from the work of Clune &

Lipson [11], which evolves 3D shapes as Compositional

Pattern Producing Networks [34]. Our work differs from

theirs in two important aspects. First, Clune & Lipson per-

form only shape generation, particularly the generation of

interesting shapes, where interestingness is defined by hu-

mans in the loop. In contrast, we jointly generate shapes and

train deep networks, which, to the best of our knowledge, is

the first this has been done. Second, we use a significantly

different evolution procedure. Clune & Lipson adopt the

NEAT algorithm [35], which uses generic graph operations

such as insertion and crossover at random nodes, whereas

our evolution operations represent common shape “edits”

such as translation, rotation, intersection, and union, which

are chosen to optimize the efficiency of evolving 3D shapes.

3. Shape Evolution

Our shape evolution follows the setup of a standard ge-

netic algorithm [20]. We start with an initial population of

shapes. Each shape in the population receives a fitness score

from an external evaluator. Then the shapes are sampled

according to their fitness scores, and undergo random geo-

metric operations to form a new population. This process

then repeats for successive iterations.

3.1. Shape Representation

We represent shapes using implicit surfaces [28]. An im-

plicit surface is defined by a function F : R3 → R. that

maps a 3D point to a scalar. The surface consists of points

(x, y, z) that satisfy the equation:

F (x, y, z) = 0.

And if we define the points F (x, y, z) < 0 as the interior,

then a solid shape is constructed from this function F . Note

that the shape is not guaranteed to be closed, i.e., may have

points at infinity. A simple workaround is to always confine

the points within a cube [11].

Our initial shape population consists of four common

shapes—sphere, cylinder, cube, and cone, which can be rep-

resented by the functions below:

Sphere : F (x, y, z) = x2 + y2 + z2 −R2

Cylinder : F (x, y, z) = max
(

x2+y2

R2 ,
|z|
H

)

− 1

Cube : F (x, y, z) = max(|x|, |y|, |z|)− L
2

Cone : F (x, y, z) = max(x
2+y2

R2 − z2

H2 ,−z, z −H)
(1)

An advantage of implicit surfaces is that the composi-

tion of shapes can be easily expressed as the composition of

functions, and a composite function can be represented by

a (directed acyclic) computation graph, in the same way a

neural network is represented as a computation graph.

Suppose a computation graph G = (V,E). It includes a

set of nodes V = {x, y, z} ∪ {v1, v2, · · · } ∪ {t}, which in-

cludes three input nodes {x, y, z}, a variable number of in-

ternal nodes {v1, v2, · · · }, and a single output node t. Each

node v ∈ V (excluding input nodes) is associated with a

scalar bias bv , a reduction function rv that maps a variable

number of real values to a single scalar, and an activation

function φv that maps a real value to a new value. In addi-

tion, each edge e ∈ E is associated with a weight we.

It is worth noting that different from a standard neu-

ral network or a Compositional Pattern Producing Network

(CPPN) that only uses sum as the reduction function, our

reduction function can be sum, max or min. As will be-

come clear, this is to allow straightforward composition of

shapes.

To evaluate the computation graph, each node takes the

weighted activations of its predecessors and applies the re-

duction function, followed by the activation function plus

the bias. Fig. 2 illustrates the graphs of the functions de-

fined in Eq. 1.
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Figure 2. The computation graphs of four primitive shapes defined

in Eq. 1. The unlabeled edge weight and node bias are 0, and the

unlabeled reduction function is sum.
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Figure 3. Shape transformation represented by graph operation.

Left: the graph of the shape before transformation. Right: the

graph of the shape after transformation.

Shape transformation To evolve shapes, we define graph

operations to generate new shapes from existing ones. We

first show how to transform an individual shape. Given an

existing shape represented by F (x, y, z), let F (T (x, y, z))
represent a transformed shape, where T : R3 → R

3 is a

3D-to-3D map. It is easy to verify that F (T (x, y, z)) repre-

sents the transformed shape under translation, rotation, and

scaling if we define T as

T (x, y, z) = (λA)−1[x, y, z]T − b,

where A is a rotation matrix, λ is the scalar, and the b is the

translation vector. Note that for simplicity our definitions

have only included a single global scalar, but more flexi-

bility can be easily introduced by allowing different scalars

along different axes or an arbitrary invertible matrix A.

This shape transformation can also be expressed in terms

of a graph transformation, as illustrated in Fig. 3. Given the

original graph of the shape, we insert 3 new input nodes

x′, y′, z′ before the original input nodes, connect new nodes

to the original nodes with weights corresponding to the ele-

ments of the matrix (λA)−1, and set the biases of the orig-

inal nodes to the vector −b.

Shape composition In addition to transforming individual

shapes, we also define binary operations over two shapes.

x
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=F
1

(1)

(1)

(1)

x
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(2)

(2)

(2)
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2

x
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1
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2
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Figure 4. The union of two shapes represented by graph merging.

Left: the respective graphs of the two shapes to be unioned. Right:

the graph of the unioned shape.

This allows complex shapes to emerge from the composi-

tion of simple ones. Suppose we have two shapes with the

implicit representations F1(x, y, z) and F2(x, y, z). As a

basic fact [28], the union, intersection, and difference of the

two can be represented as follows:

Funion(x, y, z) = min(F1(x, y, z), F2(x, y, z))

Fintersection(x, y, z) = max(F1(x, y, z), F2(x, y, z))

Fdifference(1,2)(x, y, z) = max(F1(x, y, z),−F2(x, y, z)).

In terms of graph operations, composing two shapes to-

gether corresponds to merging two graphs. As illustrated

by Fig. 4, we merge the input nodes of the two graphs and

add a new output node that is connected to the two origi-

nal output nodes. We set the reduction function (max, min,

or sum) and the weights of the incoming edges to the new

output node according to the specific composition chosen.

3.2. Evolution Algorithm

Our evolution process follows a standard setup. It starts

with an initial population of n shapes: {s1, s2, · · · , sn}, all

of which are primitive shapes described in Eq. 1. Next, m

new shapes ({s′1, s
′
2, · · · , s

′
m}) are created from two ran-

domly sampled existing shapes (i.e., two parent shapes).

Specifically, the two parent shapes each undergo a random

rotation, a random scaling and a random translation, and are

then combined by a random operation chosen from union,

intersection and difference to generate a new child shape.

Now, the population consists of a total of n + m (n par-

ent shapes and m child shapes). Each shape is then evalu-

ated and given a fitness score, based on which n shapes are

selected to form the next population. This process is then

repeated to evolve more complex shapes.

Having outlined the overall algorithm, we now discuss

several specific designs we introduce to make our evolution

more efficient and effective.

Fitness propagation Simply evaluating fitness as a function
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of individual shape is suboptimal in our case. Our shapes

are evolved based on composition, and to generate a new

shape requires combining existing shapes. If we define fit-

ness strictly on an individual basis, simple shape primitives,

which may be useful in producing more complex shapes,

can be eliminated during the early rounds of evolution. For

example, suppose our goal is to evolve an implicit represen-

tation of a target shape. As the population nears the target

shape, smaller and simpler cuts and additions are needed

to further refine the population. However, if small, simple

shapes, which poorly represent the target shape, have been

eliminated, such refinement cannot take place.

We introduce fitness propagation to combat this prob-

lem. We propagate fitness scores from a child shape to

its parents to account for the fact that a parent shape may

not have a high fitness in itself, but nonetheless should re-

main in the population because it can be combined with

others to yield good shapes. Suppose in one round of evo-

lution, we evaluate each of the n existing shapes and m

newly composed shapes and obtain n + m fitness scores

{f1, · · · , fn, f
′
1, · · · , f

′
m}. But instead of directly assign-

ing the scores, we propagate the m fitness scores of the

child shapes back to the parent shapes. A parent shape fi is

assigned the best fitness score obtained by its children and

itself:

fi ← max
(

{f ′
j : si ∈ π(s′j)} ∪ {fi}

)

,

where π(s′j) is the parents of shape s′j .

Computational resource constraint Because shapes

evolve through composition, in the course of evolution the

shapes will naturally become more complex and have larger

computation graphs. It is easy to verify that the size of the

computational graph of a composed shape will at least dou-

ble in the subsequent population. Thus without any con-

straint, the average computational cost of a shape will grow

exponentially in the number of iterations as the population

evolves, quickly depleting available computing resources

before useful shapes emerge. To overcome this issue, we

impose a resource constraint by capping the growth of the

graphs to be linear in the number of rounds of evolution.

If the number of nodes of a computation graph exceeds βt,

where β is a hyperparameter and t is time, the graph will be

removed from the population and will not be used to con-

struct the next generation of shapes.

Discarding trivial compositions A random composition of

two shapes can often result in trivial combinations. For in-

stance, the intersection of shape A and shape B may be

empty, and the union of two shapes can be the same as one

of the parent. We detect and eliminate such cases to prevent

them from slowing down the evolution.

Promoting diversity Diversity of the population is impor-

tant because it prevents the evolution process from over-

committing to a narrow range of directions. If the externally

given fitness score is the only criterion for selection, shapes

deemed less fit at the moment tend to go extinct quickly,

and evolution can get stuck due to a homogenized popula-

tion. Therefore, we incorporate a diversity constraint into

our algorithm: a fixed proportion of the shapes in the pop-

ulation are sampled not based on fitness, but based on the

size of their computation graph, with bigger shapes sampled

proportionally less often.

4. Joint Training of Deep Network

The shapes are evolved in conjunction with training a

deep network to perform shape-from-shading. The network

takes a rendered image as input, and predicts the surface

normal at each pixel. To train this network, we render syn-

thetic images and obtain the ground truth normals using the

evolved shapes.

The network is trained incrementally with a training set

that consists of evolved shapes. Let Di be the training set

after the ith iteration of the evolution, and let Ni be the

network at the same time. The training set is initialized to

empty before the evolution starts, i.e. D0 = ∅, and the net-

work is initialized with random weights.

In the ith evolution iteration, to compute the fitness score

of a shape d in the population, we fine-tune the current net-

work Ni−1 with Di−1 ∪ {d}—the current training set plus

the shape in consideration—to produce a fine-tuned net-

work Nd
i−1, which is evaluated on a validation set of real

images to produce an error metric that is then used to de-

fine the fitness score of shape d. After we have evaluated

the fitness of every shape in the population, we update the

training set with the fittest shape d∗i ,

Di = Di−1 ∪ {d
∗
i },

and set the Nd∗

i−1 as the current network,

Ni = Nd∗

i−1.

In other words, we maintain a growing training set for

the network. In each evolution iteration, for each shape in

the population we evaluate what would happen if we add the

shape to the training set and continue to train the network

with the new training set. This is done for each shape in

the population separately, resulting in as many new network

instances as there are shapes in the current population. The

best shape is then officially added to the training set, and

the corresponding fine-tuned network is also kept while the

other network instances are discarded.

5. Experiments

5.1. Standalone Evolution

We first experiment with shape evolution as a standalone

module and study the role of several design choices. Sim-

ilar to [11], we evaluate whether our evolution process is
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Figure 5. Evolution towards a target shape. Left: targets. Right:

The fittest shapes in the population as the evolution progresses at

different iterations.

capable of generating shapes close to a given target shape.

We define the fitness score of an evolved shape as its inter-

section over union (IoU) of volume with the target shape.

Implementation details To select the shapes during evolu-

tion, half of the population are sampled based on the rank r

of their fitness score (from high to low), with the selection

probability set to 0.2r. The other half of the population are

sampled based on the rank s of their computation graph size

(from small to large), with the relative selection probability

set to 0.2s, in order to maintain diversity. To compute the

volume, we voxelize the shapes to 32× 32× 32 grids. The

population size n is 1000 and the number of child shapes

m = 1000.

Results We use two target shapes, a heart and a torus. Fig. 5

shows the two target shapes along with the fittest shape in

the population as the evolution progresses. We can see that

the evolution is able to produce shapes very close to the

targets. Quantitatively, after around 600 iterations, the best

IoU of the evolved shapes reaches 94.9% for the heart and

93.5% for the torus.

We also study the effect of the design choices described

in Sec. 3.2, including fitness propagation, discarding trivial

compositions, and promoting diversity. Fig. 6 plots, for dif-

ferent combinations of these choices, the best IoU with the

target shape (heart) versus evolution time, in terms of both

wall time and the number of iterations. We can see that each

of them is beneficial and enabling all three achieves fastest

evolution in terms of wall time. Note that, the diversity con-

straint slows down evolution initially in terms of the number

of iterations, but it prevents early saturation and is faster in

terms of wall time because of lower computational cost in

each iteration.

5.2. Joint Evolution and Training

We now evaluate our full algorithm that jointly evolves

shapes and trains a deep network. We first describe in detail

the setup of our individual components.

Setup of network training We use a stacked hourglass net-

work [27] as our shape-from-shading network. The network

0 25 50 75 100 125 150 175

time / hour

0.00

0.25

0.50

0.75

Io
U FitnessProp + DiscardTrivial + Diversity

FitnessProp + DiscardTrivial

DiscardTrivial ONLY

FitnessProp ONLY

0 100 200 300 400 500 600

#iterations

0.00

0.25

0.50

0.75

Io
U

Figure 6. The best IoU with the target shape (heart) versus evolu-

tion time (top) and the number of iterations (bottom) for different

combinations of design choices.

consists of a stack of 4 hourglasses, with 16 feature chan-

nels for each hourglass and 32 feature channels for the ini-

tial layers before the hourglasses. In each round of evolu-

tion, we fine-tune the network for τ = 100 iterations using

RMSprop [38], a batch size of 4, and the mean angle error

as the loss function. Before fine-tuning on the new dataset,

we re-initialize the RMSprop optimizer.

Rendering synthetic images To render shapes into syn-

thetic images, we use the Mitsuba renderer [21], a physi-

cally based photorealistic renderer. We run the marching

cubes algorithm [23] on the implicit function of a shape

with a resolution of 64 × 64 × 64 to generate the trian-

gle mesh for rendering. We use a randomly placed ortho-

graphic camera, and a directional light with a random di-

rection within 60◦ of the viewing direction to ensure a suf-

ficiently lit shape. All shapes are rendered with diffuse tex-

tureless surfaces, along with self occlusion and shadows. In

addition to the images, we also generate ground truth sur-

face normals.

Real images with ground truth For both training and test-

ing, we need a set of real-world images with ground truth

of surface normals. For training, we need a validation set

of real images to evaluate the fitness of shapes, which is

defined as how well they help the performance of a shape-

from-shading network on real images. For testing, we need

a test set of real images to evaluate the performance of the

final network.

We use the MIT-Berkeley Intrinsic Image dataset [5, 18]

as the source of real images. It includes images of 20 objects

captured in a lab setting; each object has two images, one
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with texture and the other textureless. We use the texture-

less version of the dataset because our method only evolves

shape but not texture. We adopt the official 50-50 train-test

split, using the 10 training images as the validation set for

fitness evaluation and the 10 test images to evaluate the per-

formance of the final network.

Setup of shape evolution In each iteration of shape evo-

lution, the population size is maintained at n = 100, and

m = 100 new shapes are composed. To select the shapes,

90% of the population are sampled by a roulette wheel

where the probability of each shape being chosen is propor-

tional to its fitness score. The fitness score is the reciprocal

of the mean angle error on the validation set. The remain-

ing 10% are sampled using the diversity promoting strategy,

where the shapes are sampled also based on the rank s of

their computation graph size (from small to large), with the

relative selection probability set to 0.5s.

Evaluation protocol To evaluate the shape-from-shading

performance of the final network, we use standard metrics

proposed by prior work [40, 5]. We measure N-MAE and

N-MSE, i.e. the mean angle distance (in radians) between

the predicted normals and ground-truth normals, and the

mean squared errors of the normal vectors. We also measure

the fraction of the pixels whose normals are within 11.25,

22.5, 30 degrees angle distance of the ground-truth normals.

Since our network only accepts 128×128 input size but

the images in the MIT-Berkeley dataset have different sizes,

we pad the images and scale them to 128×128 to feed into

the network, and then scale them back and crop to the orig-

inal sizes for evaluation.

5.2.1 Baselines approaches

We compare with a number of baseline approaches includ-

ing ablated versions of our algorithm. We describe them in

detail below.

SIRFS SIRFS [5] is an algorithm with state-of-the-art per-

formance on shape from shading. It is primarily based on

optimization and manually designed priors, with a small

number of learned parameters. Our method only evolves

shapes but not texture, so we compare with SIRFS using

the textureless images. Because the published results [5]

only textured objects from the MIT-Berkeley Intrinsic Im-

age dataset, we obtained the results on textureless objects

using their open source code.

Training with ShapeNet We also compare a baseline ap-

proach that trains the shape-from-shading network using

synthetic images rendered from an external shape dataset.

We use a version of ShapeNet [8], a large dataset of 3D

CAD models that consists of approximately 51,300 shapes.

We evaluate two variants of this approach.

• ShapeNet-vanilla We train a single deep network

on the synthetic images rendered using shapes in

ShapeNet. Both the network structure and the render-

ing setting are the same as in the evolutionary algo-

rithm. For every τ RMSprop iterations (the number of

iterations used to fine-tune a network in the evolution

algorithm), we record the validation performance and

save the snapshot of the network. When testing, the

snapshot with the best validation performance is used.

• ShapeNet-incremental Same as the first ShapeNet-

incremental, except that we restart the RMSprop train-

ing every τ iterations, initializing from the latest

weights. This is because in our evolution algorithm

only the network weights are reloaded for incremen-

tal training, while the RMSprop training starts from

scratch. We include this baseline to eliminate any ad-

vantage the restarts might bring in our evolution algo-

rithm.

Ablated versions of our algorithm We consider three ab-

lated versions of our algorithm:

• Ours-no-feedback The fitness score is replaced by a

random value, while all other parts of the algorithm

remain unchanged. The shapes are still being evolved,

and the networks are still being trained, but there is no

feedback on how good the shapes are.

• Ours-no-evolution The evolution is disabled, which

means the population remains to be the initial set of

primitive shapes throughout the whole process. This

ablated version is equivalent to training a set of net-

works on a fixed dataset and picking the one from

n + m networks that has the best performance on the

validation set every τ training iterations.

• Ours-no-evolution-plus-ShapeNet The evolution is

disabled, and maintain a population of n + m net-

work instances being trained simultaneously. For each

τ iterations, the network with the best validation per-

formance is selected and copied to replace the entire

population. It is equivalent to Ours-no-evolution ex-

cept that the primitive shapes are replaced by shapes

randomly sampled from ShapeNet each time we ren-

der an image. This ablation is to evaluate whether our

evolved shapes are better than ShapeNet shapes, con-

trolling for any advantage our training algorithm might

have even without any evolution taking place.

5.2.2 Results and analysis

Tab. 1 compares the baselines with our approach. We first

see that the deep network trained through shape evolution

outperforms the state-of-the-art SIRFS algorithm, without

using any external dataset except for the 10 training images

in the MIT-Berkeley dataset that are also used by SIRFS.
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Figure 7. The qualitative results of our method and SIRFS [5] on the test data.

Summary Stats ↑ Errors ↓

≤ 11.25◦ ≤ 22.5◦ ≤ 30◦ MAE MSE

Random∗ 1.9% 7.5% 13.1% 1.1627 1.3071

SIRFS [5] 20.4% 53.3% 70.9% 0.4575 0.2964

ShapeNet-vanilla 12.7% 42.4% 62.8% 0.4831 0.2901

ShapeNet-incremental 15.2% 48.4% 66.4% 0.4597 0.2717

Ours-no-evolution-plus-ShapeNet 14.2% 53.0% 72.1% 0.4232 0.2233

Ours-no-evolution 17.3% 50.2% 66.1% 0.4673 0.2903

Ours-no-feedback 19.1% 49.5% 66.3% 0.4477 0.2624

Ours 21.6% 55.5% 73.5% 0.4064 0.2204

Table 1. The results of baselines and our approach on the test im-

ages. ∗Measured by uniformly randomly outputting unit vectors

on the +z hemisphere.

Shape evolution over time ShapeNet

Figure 8. Example shapes at different stages of the evolution and

shapes from ShapeNet.

We also see that our algorithm outperforms all base-

lines trained on ShapeNet as well as all ablated versions.

This shows that our approach can do away with an external

shape dataset and generate useful shapes from simple prim-

itives, and the evolved shapes are as useful as shapes from

ShapeNet for this shape-from-shading task. Fig. 8 shows

example shapes at different stages of the evolution, as well

as shapes from ShapeNet, and Fig. 7 shows qualitative re-

sults of our method and SIRFS on the test data.

More specifically, the Ours-no-evolution-plus-ShapeNet

ablation shows that our evolved shapes are actually more

useful than ShapeNet for the task, although this is not sur-

prising given that the evolution is biased toward being use-

ful. Also it shows that the advantage our method has over

using ShapeNet is due to evolution, not idiosyncrasies of

our training procedure.

The Ours-no-evolution ablation shows that our good per-

formance is not a result of well chosen primitive shapes, and

evolution actually generates better shapes. The Ours-no-

feedback ablation shows that the joint evolution and train-

ing is also important—random evolution can produce com-

plex shapes, but without guidance from network training,

the shapes are only slightly more useful than the primitives.

6. Conclusion

We have introduced a new algorithm to jointly evolve

3D shapes and train a shape-from-shading network through

synthetic images. We show that our approach can achieve

state-of-the-art performance on real images without using

an external shape dataset.
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