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Abstract

Recently, deep learning based approaches have yielded

a significant improvement in face recognition in the wild.

However, ”disguised face” recognition is still a challenging

task that needs to be investigated, and the Disguised Faces

in the Wild (DFW) competition is designed for this task. In

this paper, we propose a two-stage training approach to

utilize the small-scale training data provided by the DFW

competition. Specifically, in the first stage, we train Deep

Convolutional Neural Networks (DCNNs) for generic face

recognition. In the second stage, we use Principal Compo-

nents Analysis (PCA) based on the DFW training set to find

the best transformation matrix for identity representation of

disguised faces. We evaluate our model on the DFW testing

dataset and it shows better performance over the state-of-

the-art generic face recognition methods. It also achieves

the best results on the DFW competition - Phase 1.

1. Introduction

Face recognition (FR) is one of the most active ar-

eas in the computer vision community. It has been stud-

ied for several decades with substantial progress. Re-

cently, researchers utilize Deep Convolutional Neural Net-

works (DCNNs) for face recognition [14, 7, 13, 12, 11] and

achieve nearly 100% accuracy of face recognition in the

wild [5].

However, most of the existing research focuses on

generic face recognition. Only very limited works deal

with disguised face recognition (DFR) where ”Disguise”

denotes the facial accessories (e.g. glasses, hats and wigs)

and makeup. These variances can obfuscate the identity or

impersonate someone else’s identity. DFR is still a chal-

lenging research topic that needs to be investigated.

The Disguised Faces in the Wild (DFW) competition [6]

is designed for DFR. It consists of 11,157 images of 1000

individuals. Some examples of the dataset are shown in Fig.

1. There are four types of images in this dataset: normal,

validation, disguise and impersonator. Normal and valida-

tion face images are non-disguised frontal faces. For a given

Figure 1. Some example images of the Disguised Faces in the Wild

(DFW) dataset. It consists of four kinds of images: normal, valida-

tion, disguise and impersonator. Normal and validation faces are

general frontal faces. Disguised faces are challenging faces with

an intentional or unintentional disguise. Impersonator faces look

like the given subject but actually different.

subject, a disguised face image corresponds to the same

identity with an intentional or unintentional disguise. Im-

personator face image images are faces that look like the

given subject but actually different.

Recent DCNNs-based face recognition methods [14, 7,

13, 12, 11] have achieved very good performance. Still,

they require many training images for each given identity

while in the DFW training set, there are only a few images

for each identity.

In this paper, we propose a two-stage training approach

to utilize the provided training data. Specifically, in the

first stage, we train Deep Convolutional Neural Networks

(DCNNs) for generic face recognition to extract identity

features. In the second stage, we use Principal Compo-

nents Analysis (PCA) on the DFW training set to find the

best transformation matrix for identity representation. The

second stage can be viewed as an adaptation process from

generic face recognition to disguised face recognition.

The main contributions of this paper are summarized as

follows:

• We propose a two-stage training approach for DCNNs-

based disguised face recognition which can utilize lim-
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Figure 2. Illustration of our identity representation extraction pipeline. It consists of two stages. In the first stage, we use two DCNNs to

extract identity features from aligned and unaligned faces respectively. Then we combine these two identity features. In the second stage,

we use learned transformation matrix to transform identity features for disguised face recognition.

ited disguised training data for disguised face adapta-

tion.

• The proposed method achieves superior performance

over the state-of-the-art generic face recognition meth-

ods on the Disguised Faces in the Wild (DFW) bench-

mark. It also achieves the best results on the DFW

competition - Phase 1.

2. Related Works

Face recognition is a classical problem in computer vi-

sion. In terms of testing protocol, it can be evaluated under

closed-set or open-set settings [7]. In this paper, we only fo-

cus on open-set face recognition which facilities real-world

application.

2.1. Generic Face Recognition

Generic face recognition methods are designed for ad-

dressing all kinds of face recognition. In recent years we

have witnessed the great success of DCNNs-based meth-

ods in this task. Researchers proposed different loss func-

tions for open-set face recognition such as contrastive loss

[11], triplet loss [9], center loss [14], A-Softmax loss [7]

and AM-Softmax loss [13]. However, these modified soft-

max loss functions and metric learning loss functions can-

not perform good results with imbalanced training data and

DCNNs-based methods require large-scale training data.

Therefore, directly using these methods in the DFW train-

ing data will not get good performance.

2.2. Disguised Face Recognition

Disguised face recognition focuses on recognizing the

identity of disguised faces and impersonators. There are

limited research focus on this topic. [10] proposed a spatial

fusion convolutional network to exploit facial part informa-

tion. [3] proposed a dataset for this tasks. However, these

methods and dataset are conducted in controlled scenarios.

DFW [6] proposed a dataset collected from uncontrolled

scenarios for disguised face recognition, but in the DFW

dataset, there are very few images for each subject.

3. Proposed Method

In this section, we will first introduce our overall frame-

work. Then we will explain our two-stage training ap-

proach.

3.1. Overall Framework

Our overall identity representation extraction pipeline

is shown in Fig. 2. It includes two DCNNs for generic

face identity features extraction and a transformation ma-

trix Wselect for disguised faces adaptation.

For training process, we first train two DCNNs for

generic face recognition and then use Principal Components

Analysis (PCA) find the transformation matrix for disguised

face recognition adaptation. More specifically, in the adap-

tation training step, we project the identity features, ex-

tracted by DCNNs, into the PCA subspace defined by the

principal components of greatest sample variance on the

DFW training set. Then we pick the number of dimensions

based on empirical performance on the DFW training set.

The overall training and testing pipelines are shown in

Algorithm 1 and Algorithm 2.

3.2. Generic Face Recognition Training

In the generic face recognition training, we use the 64

layers ResNet-like convolutional neural network introduced

in [7] and use AM-Softmax [13] as loss function with the

generic face recognition training set. Then we train two

DCNNs using un-aligned faces and aligned faces respec-

tively since some alignments are failed. By doing so our

method could also fuse pose relevant and pose irrelevant in-

formation. Un-aligned faces are cropped from images based
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Algorithm 1 Proposed Training Pipeline

Input: Generic face recognition training set SetG, DFW

training set SetDtrain
.

Output: DCNNs, Wselect.

1: Train two DCNNs using SetG (see Sec. 3.2).

2: Compute the identity features matrix M using above

DCNNs.

3: Use Principal Components Analysis (PCA) to get the

transformation matrix W for M .

4: for i = 1 to D do

5: Compute Mtransform by projecting M to the PCA

subspace using the first i transformation vectors (i.e.

principal components) of W .

6: Take Mtransform as the adapted identity features

matrix, evaluate the performance and save the result

as scoresi.

7: end for

8: Find the i in which the Mtransform achieves the best

scores. Wselect is the first i transformation vectors of

W .

Algorithm 2 Proposed Testing Pipeline

Input: DFW testing set SetDtest
, DCNNs, Wselect.

Output: Testing Results

1: Compute the identity features matrix N for SetDtest

using DCNNs.

2: Compute Ntransform by projecting N to the PCA sub-

space using Wselect.

3: Evaluate the performance.

on provided bounding boxes. Aligned faces are generated

using similarity transform based on the five landmarks de-

tected by MTCNN [16]. For a given face, we concatenate

the identity features extracted from these two DCNNs.

3.3. Disguised Face Recognition Adaptation

In the disguised face recognition adaptation training, we

first use the abovementioned two DCNNs to extract iden-

tity features matrix M for the DFW training set. Then we

use Principal Components Analysis (PCA) to compute the

transformation matrix W for M . Finally, we select the first

i transformation vectors (i.e. principal components) of W

as Wselect based upon empirical performance on the DFW

training set.

In the testing phase, given a face image, we use the two

DCNNs to extract the identity features matrix N . Then, the

final identity representation is computed by N ×Wselect.

Methods GAR@FAR=1% GAR@FAR=0.1%

Aligned 0.8421 0.6912

Un-Aligned 0.8474 0.7038

Combined 0.8571 0.7131

Table 1. Evaluation of different DCNNs. These DCNNs are

trained using one-stage training.

4. Experiment

4.1. Training Details

For generic face recognition training, we merge sev-

eral public web-collected face recognition datasets includ-

ing CASIA-WebFace [15], CelebA [8], MS1M [4] , UMD-

FACES [1] and VGGFace2 [2] as the generic face recog-

nition training dataset. It roughly goes to 7.6M images of

92,748 unique persons. We have removed the images or

identities overlap between training and testing based on

provided identity names. More details of the removing over-

lap process can be found in the AM-Softmax paper [13].

For DCNNs training, we use batch size of 640, m (cosine

margin constrain) of 0.35 and scale of 30 (norm-scale of

features). The learning rate starts from 0.1 and is divided

by 10 at the 70K, 90K iterations. The training process is

finished at the 100K iterations.

For disguised face recognition adaptation, we select the

first 250 transformation vectors to form the subspace pro-

jection Wselect.

4.2. Testing Details

For our two-stage training, we use L2 distance to com-

pute the identity distance. For the one-stage training evalua-

tion, we compute the cosine similarity as identity similarity.

For the DFW evaluation, for a given subject, positive pairs

are constructed from normal, validation and disguised face

images. Negative pairs are constructed from normal and im-

postor face images as well as cross subject face images. We

use provided mask matrix (i.e. pairs) for evaluation. More

testing details about the DFW protocol can be found in the

DFW paper [6].

4.3. Ablation Experiment

4.3.1 Multiple DCNNs

We use two DCNNs for un-aligned and aligned faces re-

spectively (as shown in Fig. 2). In this experiment, we

evaluate the effectiveness of using multiple DCNNs based

on one-stage training. From Fig. 3 and Tab. 1, we could

see that combining different DCNNs can improve the per-

formance.
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Figure 3. Evaluation of different DCNNs. These DCNNs are

trained using one-stage training.

Figure 4. Evaluation of different training approaches.

Methods GAR@FAR=1% GAR@FAR=0.1%

One-stage 0.8571 0.7131

Two-stage 0.8641 0.7221

Table 2. Evaluation of different training approaches.

4.3.2 Two-stage training

We use two-stage training to utilize the small-scale DFW

training set. In this experiment, we evaluate the effective-

ness of this two-stage training. For ones-stage training, we

also try to add the DFW training set into generic face recog-

nition training data. From Fig. 4 and Tab. 2. We observe

that two-stage training can improve the performance com-

pared with one-stage training.

4.4. Evaluation on the DFW Testing Data

The Fig. 5 and Tab. 3 are the results of our methods us-

ing different testing pairs. ’Provided’ denotes using testing

pairs provided by organizers. ’Official’ denotes the results

received from organizers which use different testing pairs.

We also test other state-of-the-art methods [13, 7, 14] on

Figure 5. Evaluation results on the DFW testing data using differ-

ent testing pairs.

GAR@FAR=1% GAR@FAR=0.1%

Provided 0.8641 0.7221

Official 0.8904 0.7508

Table 3. Evaluation results on the DFW testing data using different

testing pairs.

Figure 6. Evaluation results of different methods on the DFW test-

ing data based on provided testing pairs.

Methods GAR@FAR=1% GAR@FAR=0.1%

Center Loss [14] 0.7305 0.5136

Sphere Face [7] 0.7814 0.6139

AM-Softmax [13] 0.7863 0.6305

Ours 0.8641 0.7221

Table 4. Evaluation results of different methods on the DFW test-

ing data based on provided testing pairs.

the DFW testing set using provided pairs and the results are

shown in Fig. 6 and Tab. 4.
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5. Conclusion

In this paper, we propose a two-stage training approach

to utilize the provided small-scale DFW training data for

disguised faces adaptation. Specifically, we first train a

generic face recognition model and then transform it to dis-

guised face recognition. Our method achieves the best re-

sults on the DFW competition - Phase 1.
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