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Abstract

Dictionary learning and deep learning both have played

important roles in computer vision. Dictionary learning

strives to learn best representative atoms to reconstruct the

source images or signals. Alternating iterative methods are

developed to solve such problems. On the other hand, deep

learning performs in an end-to-end mode, where both fea-

ture extraction and classification are achieved simultane-

ously. Obviously, the scheme of deep learning is different

from that of traditional dictionary learning which is shallow

and focuses more on data reconstruction. However, stud-

ies on building a deep layer-stacked model imply that there

could be a relationship between them. In this paper, the re-

lationship between dictionary learning and deep learning is

studied. Dictionary learning can be viewed as a special full

connection layer (FC Layer) of deep learning. According to

the relationship, we try to introduce those mature improve-

ments from dictionary learning to deep learning. Hence, a

new kind of layer named as Dict Layer is introduced in this

paper, where the idea of structured dictionary is adopted.

In Dict Layer, neural units (coefficients) are class specified,

which means the activated neural units are encouraged to

be the same class. The proposed method is evaluated on M-

NIST, CIFAR-10 and SVHN as an improvement of FC Lay-

er. Experiments on AR and Extended YaleB are conducted

where Dict Layer is viewed as a special form of dictionary

learning method. Results show that the outputs of Dict Lay-

er are more discriminative and class specific than that of

the traditional FC Layer.

1. Introduction

Deep learning has achieved significant accomplishment

in image classification and face recognition [11, 20]. It is

considered to be an end-to-end learning method that both

feature extraction and classification are intergraded. Stack-

ing layer by layer is a classical skill to build a deep mod-

el [4, 7]. On the other hand, dictionary learning attempts to

build representative dictionary to reconstruct images [1]. It

seems that dictionary learning is a shallow model. Howev-

er, recent studies [38–40] point out that dictionary learning

could also be stacked into a deep model. Lu et al. [27] at-

tempt to combine deep learning with dictionary learning to

perform feature extractions. Hence, it is intuitive to consid-

er whether there is any specific relationship between those

two methods.

In the field of deep learning, researchers put emphasis

on designing loss function [14, 36, 49], regularity [41],

activation function [10, 31], architecture of the stacking

layers[3, 11, 18, 20, 43] and so on, in order that the network

could converge more faster, achieve less classification error

and avoid over-fitting. As a result, the neural network is go-

ing deeper and deeper [44, 48]. In response to the require-

ments on accurate classification, the distribution of output

layer is enforced to have certain properties such that fea-

tures from the same class cluster closely [49] and the margin

between positive and negative pairs should be greater than a

constant value [36]. Studies [2, 12, 34] on mimicking a big

model show that learning a distribution is more easier than

training a model directly. It implies that knowing more class

information is good for training a model and such informa-

tion can be used as a hint not only on the last layer but also

on the mid layer [35]. Therefore, we argue that class infor-

mation could also be introduced into former layers such as

FC Layer. Meanwhile, researchers have sought out a way

to explain the network [6, 28, 37, 54]. Though the meaning

of activation of neural units are studied [37], it still remains

an opening problem.

Dictionary learning [1] is motivated by the study of s-

parse representation which encodes the original signal by a

specific dictionary. At first, it aims to learn atoms of dictio-

nary for signal reconstruction, which has a definite expla-

nation of structure. Lately, the classification ability of co-

efficients is taken into consideration and the orthogonality

constraints are released [52]. Many discriminative penal-

ties are designed on the coefficients where label informa-

tion is added. Then, methods focusing on supervised dic-

tionary learning are proposed [17, 51, 52]. Discriminative

cost function like softmax [29] is also applied in dictionary
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learning. Previous study shows that collaboration instead

of sparsity can also achieve good results on face recogni-

tion [56]. In general, three aspects of improvements are pro-

posed: feature extraction on raw data [8], structured infor-

mation for atoms of dictionary [16] and classification loss

function on coefficients [57]. Despite of the regularization

on coefficients, dictionary learning differs from deep learn-

ing mainly in the aspect of structured information.

Structured dictionary information [42, 45, 51] can signif-

icantly enhance the classification performance of dictionary

learning and it has two advantages. The first one is that the

coefficients are class specified which is helpful for classifi-

cation. When a signal is input, the related group of coef-

ficients are expected to be large or activated. The second

one is that it has a clear explanation for such phenomenon:

class specified dictionary can promote the coefficients be-

ing class specified. Class information is introduced to dic-

tionary and coefficients by enforcing class constraints on

dictionary. The activated coefficient denotes the class that

the input belongs to, while this property is not shared by

traditional FC Layer. It is intuitive to think of introducing

such information into deep learning and encourage all the

activated neural units coming from the same group.

In order to use such structured dictionary information,

one straightforward approach is training deep learning and

dictionary learning as feature extraction and classification

respectively. Linear feature extraction [8, 26, 55] and non-

linear feature extraction [27] is utilized in dictionary learn-

ing. Such training procedures need alternating iterative

methods. Those approaches eliminate the drawback that

dictionary learning highly depends on the feature extract-

ed on the raw data. But the most significant characteris-

tic of deep learning is lost, where feature extraction and

classification is conducted in an unified model. As men-

tioned above, introducing class information into former lay-

er is good for training. Therefore, we consider to combine

structured dictionary information into deep learning struc-

ture. The new layer structure is named as Dict Layer and

the desired framework is illustrated in Fig. 1. It inherits the

characteristics from both of them.

In this paper, the relationship between dictionary learn-

ing and deep learning is discussed. Dictionary learning can

be considered as a special layer of deep learning. Then, we

explore a way to utilize those classical techniques of dictio-

nary learning to improve deep learning. Thus, a new FC lay-

er named Dict Layer is proposed, which inherits the charac-

teristics of structured dictionary information. The proposed

layer can be used to replace FC Layer on any existing deep

learning methods under the condition that FC Layer is used

as their last but one layer and the classification category is

identical in training and testing. Experimental results show

that Dict Layer introduces additional class specific informa-

tion and generates a more discriminative distribution.

2. Related Work

Deep Stacking Networks. Deep Stacking Network-

s (DSNs) is composed of simplified neural network mod-

ules [23]. The scheme of DSN usually has two steps: for-

mulating each layer separately and then stacking them to-

gether. Li et al. [24] take local dependencies among hidden

units into consideration by utilizing both ℓ1 and ℓ2 regular-

ization [42]. Thus, coefficients are split into separate groups

related to each class. Inputs of former layers are concate-

nated with the output of current layer and then the concate-

nated feature is used as input for the next layer. Though

DSN proposed in [24] can be stacked on CNN, it is trained

separately and the output of CNN is only used as features

extracted. The performance of DSN depends on the features

extracted by the pretrained model which will not participate

in training. It prevents the deep model from extracting fea-

tures more feasible for classification.

Deep Dictionary Learning. Dictionary learning can be

treated as a method of learning atoms of dictionary by ma-

trix factorization [46]. The atoms of dictionary can be con-

sidered as features of images like convolutional filters in

deep learning. Singhal et al. [40] introduce the idea of S-

tacked Auto-Encoder into dictionary learning, where dic-

tionaries are learned layer by layer and stacked together. It

is a good attempt to extend the shallow model into a deep

one and combine those two paradigms together [38]. But

each layer is trained separately without a final fine-tuning

procedure and the connection between deep learning and

dictionary learning is not revealed.

Simultaneous Feature Learning and Dictionary

Learning. As mentioned above, feature extraction on raw

image is vital for dictionary learning. Thus, lots of studies

focus on optimizing feature extraction and dictionary learn-

ing jointly [5, 8, 25–27]. Previous works on linear feature

extraction perform like a linear subspace learning, where a

projection matrix is learned to project the high dimensional

raw image into a low dimensional manifold [5, 8, 25]. Lu et

al. [27] extend the linear feature extraction to nonlinear fea-

ture extraction and try to solve them jointly. However, the

relationship between those two methods are not discussed

and dictionary learning is not considered as a part of deep

learning.

Multi-Task Convolution Neural Network. The pro-

posed Dict Layer based on the idea of structured dictio-

nary gives rise to the coefficients of output grouped class

by class. This characteristic is also desired in Multi-Task

Learning proposed by Yin and Liu [53]. They argue that

features from the FC Layer are entangled by different tasks.

Thus, weights matrix is directly separated for different tasks

and the feature is shared by all tasks. However, we intro-

duce the idea from dictionary learning and a regularity term

is used to control the degree of class specific.
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Figure 1. Framework of Dict Layer. The neural units in Dict Layer

are grouped class by class and sensitive to class. Blue, yellow,

red and purple stand for 4 classes. The neural units(ceofficients),

related to specific color(class), in Dict Layer are encouraged to

be activated(significant) when an image from the specific class is

input.

3. Dict Layer

In this section, we firstly discuss the relationship be-

tween dictionary learning and deep learning. It can be

proven that dictionary learning can be considered to be a

special form of deep learning. Therefore, dictionary learn-

ing can be used to improve the traditional FC Layer of deep

learning. Class specific information is introduced into FC

Layer and this new layer, named as Dict Layer, is guided by

structured dictionary information. Each activation of neu-

ral units has a clear meaning with respect to each class as

illustrated in Fig. 1.

3.1. Annotation

Annotation used in this paper is given here. Let N be

the number of training data. Y = [Y1, . . . , Yc, . . . , YC ]
denotes input images for training with C classes. Each

Yc = [yc1 , . . . , yci , . . . , yck ] is composed of ck images. So

that, N =
∑k

i=1
nci . D = [D1, . . . , Dc, . . . , DC ] denotes

atoms of dictionary separated by C classes. Each Dc =
[dc1 , . . . , dci , . . . , dcp ] is composed of cp atoms. Dco =
[0, . . . , Dc, . . . , 0] denotes dictionary with atoms only from

class c. X = [X1, . . . , Xc, . . . , XC ] denotes coefficients

related with D. Each Xc = [xc1 , . . . , xci , . . . , xck ] is

composed of ck coefficients. Let Xc
c denotes coefficients

related belong to class c and related with dictionary Dc.

L = [l1, . . . , li, . . . , lN ] denotes labels for each data. f(·)
denotes feature extraction, which has a layer by layer struc-

ture. g(·) denotes classification loss function on coeffi-

cients, which is 0-1 cross-entropy with softmax as last layer

in deep learning or other classification loss functions in dic-

tionary learning.

3.2. Dictionary Learning and Deep Learning

Dictionary learning [1] is firstly derived from the study

of sparse representation [50] where the sparsity of coeffi-

cients is desired. Lately, Zhang et al. [56] point out that

collaboration can also help in dictionary learning, which is

easier for computation than solving a Lasso problem. For

simplicity, we focus on the aspect that only collaborative

representation is considered. Dictionary learning focuses

on minimizing the reconstruction error. Penalty constraints

on coefficients also take part in the final loss function. Thus,

the objective function is constructed as Eq. (1).

min
D,X,f

{‖f(Y )−DX‖2F + λ‖X‖2F + g(X,L)}, (1)

where the first term is used for reconstruction and repre-

sentation. The second term can be viewed as a regularizer.

The third term is the classification loss function, where soft-

max [29], pairwise distance [5] or affinity matrix [27] can

be applied.

Three aspects of improvements can significantly enhance

the performance of dictionary learning: designing a more

representative feature extraction function f(·), introducing

a more discriminative classification loss function g(·) and

adding structured dictionary information. Thus, the classi-

cal objective function with class specific dictionary is con-

structed as Eq. (2).

min
D,X,f

{

C∑

c=1

‖f(Yc)−DXc‖
2
F + λ‖X‖2F

+
C∑

c=1

‖f(Yc)−DcX
c
c‖

2
F + g(X,L)},

(2)

where the third term enforces the dictionary to be class spe-

cific. Meanwhile, the coefficients X are encouraged to be

grouped by class. Specifically, each xi in X is a column

vector, where each row is corresponding with the column of

dictionary D. Therefore, the value of xi related to specif-

ic class will be encouraged to be large or significant when

inputting an image. It is a good property which is achieved

by introducing class information to dictionary. Below, we

will discuss the relationship between deep learning and dic-

tionary learning.

Deep learning is usually trained by backpropagation. Re-

cent studies try to find a way to get rid of backpropagation,

because the poor conditioning and vanishing gradients will

slow down gradient-based methods. Jaderberg et al. [6, 15]

introduce the idea of decoupling backpropagation, where

derivation is estimated in forward procedure. The idea of

target propagation introduced by Lee et al. [22] also aims

to solve the problem mentioned above. Taylor et al. [47]

explore an unconventional training method that uses alter-

nating direction methods and Bregman iteration to train net-

works without gradient descent steps. This method decom-

poses deep neural network training into a sequence of sub-

steps. It is similar to the optimization method used in dictio-

nary learning. We consider that similarity comes from the

close relationship between those two optimization problem.
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The optimization problem of deep learning is formed as:

min
xm,am,Wm

{g(xM , l)}

s.t. xm = Wmam−1, for m = 1, 2, . . . ,M

am = hm(xm), for m = 1, 2, . . . ,M

(3)

where h(·) is the nonlinear activation function, e.g. ReLU,

sigmoid and tanh. The network is stacked by M layers.

If we absorb Wm, hm, am and xm into one entire function

f(·), the constraints can be written as xM = f(a1) = f(y).

min
f,xM

{g(xM , l)}

s.t. xM = f(y)
(4)

Let’s consider the traditional form(Eq. (1)) of dictionary

learning without structured dictionary information. If we

rigorously restrict the Frobenius-norm constraints to be e-

quality constraints, Eq. (5) can be derived from Eq. (1).

min
D,X,f

{
N∑

c=1

(λ‖xc‖
2
2 + g(xc, lc))}

s.t. f(yc) = Dxc

(5)

If D is absorbed in f(·) and the regularizer is absorbed in

g(·), the traditional dictionary learning has the same math-

ematical expression as deep learning(Eq. (4)). Therefore,

dictionary learning is considered to be a special layer of

deep learning. The dictionary learning layer is different

from traditional FC Layer in the aspects that the dictionary

D is assumed to be orthogonal or ℓ2-norm 1 and no non-

linear activation function is needed. Though the dictionary

learning focuses more on data reconstruction, they can be

written in the same mathematical expression. Here, we con-

struct a relationship between dictionary learning and deep

learning. The effort of learning a feature extraction f(·)
and designing loss function g(·) consist with deep learning.

Hence, in this paper coefficients and neural units are the

same thing viewed in different ways. The dimensionality of

FC Layers can also be viewed as the number of atoms in

dictionary. Next, we try to introduce structured dictionary

information into deep learning.

3.3. Dict Layer: A Structured Dictionary Layer

In this section, a new full connection layer namely Dict

Layer is introduced.

As mentioned above, dictionary learning can be viewed

as a special form of deep learning. Also, the structured dic-

tionary information helps for classification and gives a clear

meaning for the activation of coefficients. It encourages the

coefficients grouped by class and sensitive to specific class.

It is a good property which traditional FC Layer does not

have. It can help to understand the meaning of activation

happened in layer, where each neural unit is related with

each class and only neural units related with specific class

are encouraged to be activated or significant as illustrated in

Fig. 1.

Let’s consider the reconstruction term in Eq. (2), which

can be written as Eq. (6).

‖f(Yc)−DXc‖
2
F =

ck∑

c=1

‖f(yc)−Dxc‖
2
F . (6)

If we rigorously restrict Frobenius-norm constraints to

be equality constraints, Eq. (7) can be derived.

f(yc) =Dxc

⇒xc =(DTD)−1DT f(yc)

W ,(DTD)−1DT

⇒xc =Wf(yc)

(7)

Similarly, the structured dictionary term in Eq. (2) can

be written as Eq. (8).

‖f(Yc)−DcX
c
c‖

2
F =

ck∑

c=1

‖f(yc)−Dcoxc‖
2
F . (8)

With Frobenius-norm constraints being restricted to be

equality constraints, Eq. (9) can be derived. Here, D is

considered to be orthogonal between different classes which

means the product of atoms from different classes is encour-

aged to be zeros.

f(yc) =Dcoxc

⇒xc =(DT
coDco)

−1DT
cof(yc)

xc =[0; (DT
c Dc)

−1DT
c ; 0]f(yc)

Wco ,[0; (DT
c Dc)

−1DT
c ; 0]

⇒xc =Wcoyc = [0, I, 0]Wf(yc)

(9)

It is obvious that xc derived from Eq. (7) and Eq. (9) are

identical. So a Frobenius-norm constraints written as Eq.

(10) can be applied to enforce the xc being class specific.

‖Wcof(yc)−Wf(yc)‖
2
F = ‖[I, 0, I]Wf(yc)‖

2
F

, ‖Wocf(yc)‖
2
F .

(10)

The constraint is easy to understand that it encourages the

units related with other classes being small. Woc, where

rows related with class c are set to be zeros, is complemen-

tary with Wco. Such a constraint can be added into the fi-

nal loss function of deep learning and trained in traditional

backpropagation manner. It is easy to derive the derivation

from such constraint. The derivation and gradient of pa-

rameter W are given in Eq. (11). It can be applied to any

conventional stochastic gradient method by simply adding
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a multiplier λ to control regularization. Therefore, the final

optimization problem for deep learning with Dict Layer at

m-th layer can be written as

δm⋆ = λWocfm(Yc) ◦ h
′

m(Xm
c ),

δm = WT
m+1δ

m+1 ◦ h′

m(Xm
c ) + δm⋆ ,

∂E

∂Wm

=
(fm−1(Yc))

T δm

nc

.

(11)

min
f

{

N∑

c=1

(g(f(yc), lc) + λ‖Wcof(yc)‖
2
F )}. (12)

Here, a new full connection layer, named as Dict Lay-

er, is introduced, where a structured dictionary constraint is

taken into consideration. Dict Layer inherits the property of

structured dictionary that the output of this layer is grouped

by class and sensitive to class. Neural units in this layer are

class specific. Only neural units related to a specific class

are encouraged to be activated or significant and others are

forced to be near zero. This property gives a clear meaning

of units being activated and class information is used as a

guidance during the mid-layer of training.

4. Experiments

In this section, experimental results of Dict Layer and FC

Layer are evaluated on MNIST, SVHN, CIFAR-10, AR and

Extended YaleB databases. The network framework used to

compare Dict Layer and FC Layer is identical in each ex-

periment except the last but one layer, which is Dict Layer

and FC Layer respectively. Also, Dict Layer can be viewed

as a special training method for dictionary learning. The

output of the Dict Layer can also be viewed as coefficients

of dictionary learning. Thus, in the following experiments

the dimensionality of Dict Layer has the same meaning as

the number of dictionary atoms which is the product of class

number and atoms number for each class. Experiments are

conducted in comparison with other state-of-the-art dictio-

nary learning methods on AR database.

4.1. MNIST

MNIST [21] database consists of 28×28 images of hand-

written digits ranging from 0 to 9, with 60, 000 images for

training and 10, 000 images for testing. CNN with FC Layer

is used as baseline. The network is composed of 2 convo-

lution layers each followed by a max-pooling layer, 1 FC

Layer and softmax as last layer. Convolution layer uses 32
and 64 feature maps respectively. Filter size of each layer

is set to be 5 × 5 with padding 2. The pooling scale is set

to be 3 with stride 2. ReLU is applied as activation function

and dropout for FC Layer is 0.2. In our network, all layers

are identical except the FC Layer which is replaced by Dict

Layer. The dimensionality of Dict Layer is same as that of

FC Layer. Different numbers of atoms are evaluated. Both

models are trained by 20 epochs.

Dim
λ = 0.01 baseline

Dict Layer FC Layer

100 0.50% 0.85%

200 0.60% 0.71%

Table 1. Classification errors on MNIST database with different

number of dictionary atoms.

Here, 2 sizes of dictionary are evaluated in the experi-

ment, of which 10 and 20 atoms for each class are used. The

classification errors are illustrated in Table 1. Results show

that model with Dict Layer is slightly better than baseline.

Fig. 2 demonstrates the output distributions of Dict Layer

compared with the that of groundtruth. 10 training images

are selected randomly from the database and their corre-

sponding coefficients of Dict Layer are calculated. Each

coefficient vector is divided into 10 classes and its abso-

lute value is summed up class by class and illustrated in

Fig. 2. Fig. 3 demonstrates the result from testing database.

These results show that the structured dictionary informa-

tion is persevered by Dict Layer and the coefficients of Dict

Layer are strongly class specific which is helpful for classi-

fication. In order to illustrate the relationship between coef-

ficients and class for all the testing samples. The magnitude

of coefficients from the same class are summed up together

and averaged. The first 10 significant atoms for each class

are highlighted in yellow. Fig. 4 and Fig. 5 demonstrate

the results of Dict Layer and FC Layer respectively. Most

of the blocks highlighted are clustered along the diagonal

in Fig. 4, while the blocks looks randomly in Fig. 5. This

phenomenon show that the coefficients from Dict Layer are

class specific. The results show that activation of neural

units from Dict Layer is highly related with classification

problem. The value of neural units related to specific class

are encouraged to be significant when an image from the

specific class is input.

4.2. SVHN

Street View House Numbers(SVHN) [32] database is

composed of 604, 388 training images and 26, 032 test im-

ages. Each image is cropped 32× 32 color image with can-

didate digit located in the center. In our experiment, only

73, 257 images from the difficult training set are used. C-

NN with FC Layer proposed by Hinton et al. [13] is used

as baseline, which has 3 convolution layers with 5 × 5 fil-

ters and 64 feature maps per layer. Each convolution layer

is followed by a max-pooling layer with 3 × 3 filters and

stride 2. ReLU is applied as activation function and dropout

for FC Layer is 0.2. In our network, all layers are identical

except the FC Layer, which is replaced by Dict Layer. The
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Figure 2. The magnitude of coefficient distributions of Dic-

t Layer(left) from 10 random training samples on MNIST and its

groundtruth(right). Each row stands for a sample. The colum-

n stands for the magnitude of coefficients and is divided into 10

classes according to the database. The magnitude of coefficients

is then summed up according to the division.

Figure 3. The magnitude of coefficient distributions of Dic-

t Layer(left) from 10 random testing samples on MNIST and its

groundtruth(right).

Figure 4. Rank-10 coefficients distributions of Dict Layer with

respect to class on all testing samples from MNIST. Rows stand for

10 classes. Columns stand for 100 atoms of Dict Layer. For each

class, 10 most significant magnitude of coefficients are highlighted

in yellow.

dimensionality of Dict Layer is same as that of FC Layer.

Different numbers of dictionary atoms are evaluated. Both

models are trained by 60 epochs.

Here, 3 sizes of dictionary are evaluated, of which 30, 40
and 50 atoms for each class is used. The classification errors

are illustrated in Table 2. Results show that model with Dict

Layer is slightly better than baseline.

4.3. CIFAR­10

CIFAR-10 [19] database is composed of 10 classes of

natural images with 50, 000 training images and 10, 000

Figure 5. Rank-10 coefficients distributions of FC Layer with re-

spect to class on all testing samples from MNIST.

Dim
λ = 0.01 λ = 0.1 baseline

Dict Layer Dict Layer FC Layer

300 8.48% 8.05% 8.94%

400 8.68% 7.92% 8.69%

500 8.41% 7.59% 8.62%

Table 2. Classification errors on SVHN database with different

number of dictionary atoms.

Dim
λ = 0.01 baseline

Dict Layer FC Layer

400 22.78% 22.83%

500 22.98% 23.12%

Table 3. Classification errors on CIFAR-10 database.

testing images. Each image is cropped 32×32 color image.

In our experiment, only 73, 257 images from the training

set are used, where only difficult training set is evaluated.

CNN framework conducted in this experiment is identical

to that used in SVHN database. Different numbers of dic-

tionary atoms are evaluated. Here, 2 sizes of dictionary are

evaluated, of which 40 and 50 atoms for each class are used.

Both models are trained by 80 epochs. Experimental results

show that classification accuracy of Dict Layer is about 1%
better than that of baseline model.

4.4. AR

AR [30] database is a face database which consists of

over 4, 000 images of 126 subjects, which varies in illumi-

nation, expression and accessory like scarfs and sunglasses.

The subset containing 1, 400 images of 100 subjects with

50 males and 50 females separately is chosen for evalua-

tion. For each subject, 7 images from Session 1 are used

for training and the rest 7 images from Session 2 are used

for testing. All images are resized into 60× 43. Models are

trained by 200 epochs.

Because there is a small amount of training samples,

training a deep model on this dataset is not feasible. First-

ly, we construct a baseline model with 2 FC Layers and

softmax as last layer and compare with our Dict Layer by
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Dim

Randomly initial WPCA initial

λ = 0.001 baseline λ = 1 baseline

Dict Layer FC Layer Dict Layer FC Layer

500 24.29% 29.43% 11% 28.29%

600 23.43% 27.43% 10% 27.14%

700 23.29% 26.86% 9% 26.29%

800 23.14% 28.29% 9.86% 24.43%

900 24.29% 26.71% 9.43% 25.57%

1000 25.29% 28.00% 10.57% 24.14%

Table 4. Classification errors on AR database using softmax.

replacing the last but one layer with Dict Layer. The num-

ber of hidden neural units in first FC Layer is set to be 300.

The dimensionality of the second layer is identical to that

of FC Layer and Dict Layer and changes with the number

of atoms for each class. It is obvious that such structure is

similar with those dictionary learning method that learns a

linear subspace projection and dictionary jointly. Hence, we

initialize the first FC Layer with projection matrix by WP-

CA and remove the nonlinear activation function. In such a

way, the model acts like a dictionary learning manner that

learns linear subspace projection and dictionary simultane-

ously. Experiments are conducted on these two conditions

with different numbers of atoms for each class ranging from

50 to 100.

Results illustrated in Table 4 use the last softmax layer

as classifier. Results show that under both conditions Dic-

t Layer performs better than baseline. Meanwhile, cosine

distance is used to calculate the distance of the outputs from

the last but one layer. Table 5 shows that classification accu-

racy is enhanced by 3% at most with WPCA initialization.

The results are also competitive with state-of-the-art dic-

tionary learning method. Comparing Table 4 and Table 5,

the difference between Dict Layer and FC Layer is enlarged

when using cosine distance. The reason is that outputs from

Dict Layer are class specific and have structured dictionary

information. Therefore, coefficients related to specific class

are encouraged to be significant, which improve the classifi-

cation ability of coefficients. The visualization figures from

MNIST and SVHN also support such conclusion.

Secondly, we construct the baseline model with pre-

trained layers from VGGNet [33]. In this experiment, im-

ages are resized into 64×64 and input into VGGNet without

resizing. The former part of VGGNet, ranging from input

layer to pool4 layer, followed by 2 FC Layers and softmax

as last layer is used as baseline model. The dimensional-

ity of first FC Layer is still 300. The second FC Layer is

replaced by Dict Layer in our model. Experimental results

are illustrated in Table 6 and Table 7 corresponding to dif-

ferent classifiers. The classification error using the output

of pool4 layer from VGGNet directly is 13.86% which is

worse than that of our model with Dict Layer. Results show

Dim

Randomly initial WPCA initial

λ = 0.001 baseline λ = 1 baseline

Dict Layer FC Layer Dict Layer FC Layer

500 26.14% 33.86% 7.29% 35.14%

600 23.00% 33.43% 7.43% 35.43%

700 22.57% 33.00% 7.14% 35.29%

800 25.43% 32.71% 7.57% 32.14%

900 23.14% 34.00% 6.86% 32.57%

1000 26.27% 34.00% 6.71% 33.43%

Table 5. Classification errors on AR database using cosine dis-

tance.

Dim
λ = 0.1 λ = 0.5 λ = 1 baseline

Dict Layer FC Layer Dict Layer FC Layer

500 11.43% 6.57% 5.29% 20.57%

600 9.00% 5.71% 5.00% 19.29%

700 8.71% 5.43% 4.86% 19.14%

800 9.86% 5.71% 5.29% 19.43%

900 8.43% 5.29% 5.00% 18.43%

1000 7.71% 5.29% 4.57% 16.71%

Table 6. Classification errors on AR database using softmax based

on the pretrained model: VGGNet(pool4).

Dim
λ = 0.1 λ = 0.5 λ = 1 baseline

Dict Layer Dict Layer Dict Layer FC Layer

500 12.86% 6.57% 5.57% 27.43%

600 11.71% 5.71% 4.86% 26.86%

700 10.14% 5.00% 4.57% 26.00%

800 10.71% 5.00% 4.71% 25.14%

900 10.00% 5.00% 4.57% 24.57%

1000 9.71% 4.71% 4.86% 23.86%

Table 7. Classification errors on AR database using cosine distance

based on the pretrained model: VGGNet(pool4).

that Dict Layer adding on a pretrained model achieves better

accuracy than that of the FC Layer.

At last, Dict Layer, viewed as an improvement for dictio-

nary learning, is compared with other state-of-the-art dictio-

nary methods. The number of atoms for each class is set to

be 7, so that the dimensionality of Dict Layer is 700. Result-

s are illustrated in Table 8. Dict Layer1 denotes the model

with WPCA initialization, while Dict Layer2 denotes the

model with VGGNet(pool4) pretrained. The result of Dict

Layer is competitive with that of the state-of-the-art dictio-

nary learning methods.

4.5. Extended YaleB

Extended YaleB [9] database consists of 2, 414 images

of 38 individuals captured under various lighting condition-

s. 20 images from each person are randomly selected for
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Method Accuracy

FDDL [51] 92.2%

JDDRDL [8] 94.0%

BDDL [25] 93.6%

SEDL [5] 94.2%

VGG(pool4) [33] 86.14%

Dict Layer1 92.86%

Dict Layer2 95.43%

Table 8. Classification accuracy comparison with state-of-the-art

dictionary learning method on AR database.

Dim

Randomly initial WPCA initial

λ = 0.001 baseline λ = 0.5 baseline

Dict Layer FC Layer Dict Layer FC Layer

190 10.53% 11.84% 8.55% 11.97%

380 11.58% 12.37% 8.82% 13.82%

570 11.05% 13.82% 7.76% 14.74%

760 11.32% 13.68% 9.08% 14.61%

950 12.24% 13.68% 9.42% 14.34%

1140 13.03% 13.95% 8.68% 14.61%

Table 9. Classification errors on Extended YaleB database using

softmax with 20 training samples for each person.

training, while the rest for testing. All images are normal-

ized to 54× 48. Models are trained by 200 epochs.

Because there is a small amount of training samples,

training a deep model on this dataset is not feasible. Thus,

experiments are conducted the same as that on AR database.

The baseline model is composed of 2 FC Layers and soft-

max as last layer and compare with our Dict Layer by re-

placing the last but one layer with Dict Layer. The number

of hidden neural units in the first FC Layer is set to be 300.

The number of atoms for each class ranges from 5 to 30
with step 5.

Comparing Table 9 and Table 10, the difference between

Dict Layer and FC Layer is enlarged when using cosine dis-

tance. The reason is that outputs from Dict Layer are class

specific and have structured dictionary information. There-

fore, coefficients related to specific class are encouraged to

be significant, which is useful to classification.

At last, Dict Layer is also compared with other state-of-

the-art dictionary methods. Dict Layer is used with pre-

trained layers from VGGNet [33]. All the setting are identi-

cal to that AR database, except that images are resized into

80 × 80. The number of atoms for each class is set to be

20 equal to the number of training samples per person when

comparing with other methods. Thus, the dimensionality

of Dict Layer is 760. These results are illustrated in Ta-

ble 11. Dict Layer denotes the model with VGGNet(pool4)

pretrained. The result of Dict Layer the best of these dictio-

nary learning methods.

Dim

Randomly initial WPCA initial

λ = 0.001 baseline λ = 0.5 baseline

Dict Layer FC Layer Dict Layer FC Layer

190 10.00% 11.84% 7.24% 20.79%

380 10.66% 14.47% 7.11% 23.80%

570 11.58% 16.32% 6.97% 27.50%

760 11.05% 18.55% 6.97% 29.08%

950 12.37% 19.21% 6.71% 30.92%

1140 11.97% 17.63% 7.11% 31.18%

Table 10. Classification errors on Extended YaleB database using

cosine distance with 20 training samples for each person.

Method Accuracy

FDDL [51] 94.4%

MFL [52] 91.3%

SEDL [5] 95.5%

FC Layer 95.75%

Dict Layer 97.87%

Table 11. Classification accuracy comparison with state-of-the-art

dictionary learning method on Extended YaleB database.

5. Conclusion

In this paper, the relationship between dictionary learn-

ing and deep learning is discussed. Dictionary learning can

be viewed as a special layer of deep learning. According to

that discovery, we explore a way of improving deep learn-

ing by introducing those mature techniques from dictionary

learning. A new kind of layer, named as Dict Layer, is pro-

posed, of which structured dictionary information is taken

into consideration. Dict Layer is realized with constraints

on outputs which enforce the neural units to be grouped by

class and sensitive to different class. Coefficients or neural

units related to a specific class are encouraged to be signif-

icant or activated when an image from the specific class is

input. Experimental results show that Dict Layer can en-

hance the classification ability of model and visualization

figures can clearly explain the meaning of activation of the

neural units. However, such Dict Layer method is restrict-

ed to the case that classification category of training set is

identical to that of the testing set. The expansion of dimen-

sionality with the growth of category still remains a problem

to be investigated.
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