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Abstract

Accurately estimating the 3D position of underwater ob-

jects is of great interest when doing research on marine an-

imals. An inherent problem of 3D reconstruction of under-

water positions is the presence of refraction which inval-

idates the assumption of a single viewpoint. Three ways

of performing 3D reconstruction on underwater objects are

compared in this work: an approach relying solely on in-air

camera calibration, an approach with the camera calibra-

tion performed under water and an approach based on ray

tracing with Snell’s law. As expected, the in-air camera cal-

ibration showed to be the most inaccurate as it does not take

refraction into account. The precision of the estimated 3D

positions based on the underwater camera calibration and

the ray tracing based approach were, on the other hand, al-

most identical. However, the ray tracing based approach is

found to be advantageous as it is far more flexible in terms

of the calibration procedure due to the decoupling of the

intrinsic and extrinsic camera parameters.

1. Introduction

Research on marine animals is becoming increasingly

popular in terms of studying pharmacology, genetics and

marine ecosystems. Environmental studies being especially

popular due to the increased focus on how emission of var-

ious pollutants, such as microplastics [2, 5], may affect the

environment and us.

One approach to study the impact of marine pollution is

to expose a model organism to a pollutant in a controlled

environment and analyze the behavioral patterns before and

after the exposure.

Mapping these behavioral patterns is a time-consuming

process and has therefore inspired multiple vision based

systems, which automate this process to some degree [16,

18]. However, a large part of these systems only supports

tracking of animals in a single plane; i.e., shallow water

when working with marine animals. This is problematic

as most marine animals naturally move in three dimensions

and studying them in a single plane is insufficient in most

cases [13].

Gathering 3D information about marine animals is not

without difficulties in vision based systems as the light cap-

tured by the cameras will be exposed to refraction as it

passes through different media. This is especially true when

observing a fish tank with cameras placed outside the tank,

which is a common setup as it imposes less restrictions on

the placement of the cameras and their resistance to water.

The refraction occurring at the media interfaces, such as

the aquarium boundaries, can be described using Snell’s law

[20] illustrated in Figure 1. It relates the angles of incidence

and refraction of the light ray by

sin θ1
sin θ2

=
v1

v2
=

n2

n1

, (1)

where θ is the angle between the surface normal and light

ray, v is the velocity of light, and n is the refractive index of

the respective medium.

θ
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θ
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n
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Figure 1: Illustration of the relationship between the angles

of incidence and refraction described by Snell’s law.

How refraction can affect a camera is illustrated in Fig-

ure 2, where multiple light rays travel from water to air until

they are captured by the camera lens. The refraction essen-

tially causes the camera to experience the scene as if it was

observed from n viewpoints, vpn, and thereby invalidates

the assumption of a single viewpoint which is prevalent in
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most common camera models, such as the one described in

[22].
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Figure 2: Illustration of how light rays are bent due to re-

fraction before entering the aperture of the camera. The

transparent cameras represent virtual viewpoints caused by

the refraction.

The focus of this paper is to outline and compare the

precision of various ways of dealing with refraction when

using a stereo vision based system to gather 3D information

about marine animals in aquariums.

1.1. Related Work

The different ways of handling refraction when gather-

ing 3D information can generally be divided into two cat-

egories: approaches that indirectly account for refraction

by relying on the camera model to absorb the errors and

approaches that directly try to account for the physics of

refraction. These will be discussed in more details below.

Some approaches rely solely on the SVP (single view-

point) camera model, which is advantageous due to its ease

of use, as it is well documented and widely supported in

many toolboxes. Its popularity is not without reason, as it

is also simple to deal with mathematically, mainly because

the camera is described using a linear projective transform.

Examples of using the SVP model for underwater pur-

poses can be found in [3, 17, 19, 4]. The latter also tries to

account for the problem of refraction by mounting a dome

port instead of a flat port in front of the camera. Doing so es-

sentially focuses the refracted rays into a single viewpoint.

The drawback of such a solution is the precision required to

manufacture the dome and align it properly with the given

camera.

The main problem of these approaches is that the base

assumption of having a single viewpoint is violated due to

the refraction, as shown in Figure 2. However, it can be

argued that the error caused by refraction can be absorbed,

to some extend, by the focal length adjustment and radial

distortion correction commonly found in SVP models.

This idea is the scope of [10], which explores the per-

formance of the SVP camera model for 3D underwater re-

construction. The paper describes tests of different config-

urations of the SVP model with and without focal length

adjustment and radial distortion correction. It is found that

the adjustment of the focal length has the biggest impact on

reducing the error caused by refraction.

A variation of this idea is to use multiple localized focal

length adjustments instead of a single global focal length

adjustment. An example of such an approach can be found

in [11] which utilizes a pixel-wise varifocal camera model.

Another example is the method presented in [12] which

segments the scene into smaller partitions and calibrates

localized SVP camera models for each partition.

The second group of approaches are the ones which

actively seek to counteract the refraction error by modelling

the underlying physics.

A straightforward example of such an approach can be

found in [15], where two cameras are used to track a single

fish in 3D. The cameras are modeled using the SVP cam-

era model and their intrinsic parameters have been found

through calibration in air. The extrinsic parameters of the

camera are found in relation to the corners of the aquarium.

The intrinsic and extrinsic parameters are then used to

project two rays, one for each camera, into the aquarium.

Knowledge of the aquarium’s corners are used to calculate

the intersection between the rays and the aquarium. The re-

fracted rays originating from the intersections are calculated

and used for triangulation.

A somewhat similar approach is described in [9], where

multiple cameras are used to track a single seahorse in 3D.

This approach relies on the same combination of ray trac-

ing, Snell’s law, and the SVP camera model. However, it

differs in the sense, that it includes an additional step where

the intrinsic and extrinsic camera parameters are optimized.

The estimated position and orientation of the refractive in-

terface is also optimized during this step, based on refer-

ence points on a known calibration frame. The approach

described in [6] performs a similar optimization step to re-

fine the parameters used during ray tracing as well.

Other approaches discard the SVP camera model in favor

of an axial camera model [1], as this model only assumes

that the light ray will intersect along a common line and not

in a common focal point. The use of axial camera models

for marine research is however sparse, as they are deemed

unpractical [19].

Two of the most frequently used approaches do hence ap-

pear to be the SVP camera model using a calibration frame

placed under water [3, 17, 19] and ray tracing in combina-

tion with Snell’s law [6, 9, 15].

Motivation in the respective works, as to why one ap-

proach is used instead of the other, is however lacking, as
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no clear comparison has been made between the two. The

SVP camera model has been popular for many years due

to its simplicity and precision and it is therefore well docu-

mented and easy accessible. This is not the case with the ray

tracing based approach which has not gained a lot of atten-

tion; possibly because the demand for precise 3D estimation

of objects, in cases where light moves through different me-

dia, is not high. Due to this, the contributions of this paper

will be

• A comparison between the approach relying on the

SVP camera model with an underwater calibration

frame and the approach based on ray tracing in combi-

nation with Snell’s law.

Furthermore, the impact of refraction is tested by com-

paring both of these approaches against the SVP cam-

era model using a calibration frame placed in air.

• A description of each step needed to perform ray trac-

ing in combination with Snell’s law to account for re-

fraction.

• A publicly available Python implementation of the ray

tracing approach.

The rest of the paper is organized with first a thorough

explanation of the ray tracing based approach, followed by

a description of the evaluation process and lastly a compar-

ison between the mentioned approaches.

2. Ray Tracing using Snell’s Law

In this section, the ray tracing based method, to precisely

estimate the 3D position of an underwater object placed in a

tank of water, will be presented. All the steps are visualized

in a simplified manner in Figure 4, where each number fits

the number of the subsection describing the respective step.

The first part describes how to find the intrinsic and ex-

trinsic camera parameters in a way that keeps them sepa-

rated, which opens for a more flexible setup. This is fol-

lowed by an outline of how ray tracing can be used in com-

bination with Snell’s law to expand the SVP model to ac-

count for refraction. By taking refraction into account us-

ing ray tracing, the system becomes unaffected by the size

of the aquarium as no calibration frame is needed under wa-

ter. In the end it is explained how the resulting rays can be

used to estimate the 3D position of an underwater object

using triangulation.

2.1. Camera Calibration

Calibration of the cameras is an essential part of 3D re-

construction as it relates 3D world coordinates to 2D image

coordinates. This 3D to 2D relationship can be described by

the extrinsic and intrinsic parameters as illustrated in Fig-

ure 3.

World Coordinates
[X Y Z]

Camera Coordinates
[X’ Y’ Z’]

Image Coordinates
[x y]

Extrinsic parameters Intrinsic parameters

3D to 3D 3D to 2D

Figure 3: Illustration of the relationship between the extrin-

sic and intrinsic camera parameters.

The extrinsic parameters describe the transformation

from world to camera coordinates and the intrinsic param-

eters describe the relationship between the camera coordi-

nates and the 2D pixel coordinates in the image.

The intrinsic parameters are found for each camera using

the method presented in [22], where a checkerboard in air is

used for the calibration and 25 images are captured for each

camera.

The extrinsic parameters are found using four 3D-2D

point correspondences for each camera. The parameters

are found by minimizing the reprojection error of the four

points in the respective cameras, using an iterative approach

based on Levenberg-Marquardt optimization [14]. This ap-

proach relies on the intrinsic parameters, as they are used in

the calculation of the reprojection error, namely the 3D to

2D transformation between camera coordinates and image

coordinates. The needed point correspondences are found

through manual annotation of the intersections between the

water surface and the corners of the aquarium.

2.2. Projecting a 2D Point Into a Ray

The second step is to project the 2D image coordinates

into rays in the world space coordinate system. This step is

repeated for each camera with each of the rays being char-

acterized as

r(λ) = λr̄ + r0, (2)

where r̄ is the direction of the ray, r0 is a point on the ray

and λ defines all positions along the ray. The direction vec-

tor, r̄, is found by

r̄ = R−1K−1
[

x y 1
]T

, (3)

where R−1 is the inverse rotation matrix of the camera,

K−1 is the inverse intrinsic camera matrix and
[

x y
]T

are

the image coordinates of the 2D point to back project into a

ray.

The point along the ray, r0, is set to the camera center

as the back projected ray must pass through this position,

which can be found by

r0 = −R−1t, (4)

where t is the translation vector of the extrinsic parameters.
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2.3. Identifying the Plane­Ray Intersection

The point of intersection between the ray and the plane of

the media interface, e.g., the plane separating air and water,

must be found in order to account for refraction. Determin-

ing this point is essentially a matter of identifying λ0, such

that r(λ0) = p, where p is a point on the plane. This point,

p, must satisfy the plane equation:

(p− p0) · n̄ = 0, (5)

where n̄ is the plane normal and p0 is an already known

point on the plane. Combining Equation (2) and Equa-

tion (5) then yields

λ0 =
(p0 − r0) · n̄

r̄ · n̄
. (6)

The intersection point between the plane and ray, I , can then

be found by inserting λ0 into Equation (2)

I = λ0r̄ + r0. (7)

The above calculations require knowledge of the plane nor-

mal, n̄, which can be found as n̄ = v̄1 × v̄2. The vectors v̄1
and v̄2 being two vectors on the plane, which can be found

from three non-collinear points on the plane. These three

points are extracted from the set of points manually anno-

tated during the camera calibration. The required known

point on the plane, p0, can be selected from these manually

annotated points as well.

2.4. Calculating the Refracted Rays

The refraction of the ray, r(λ), at the intersection be-

tween the media is calculated using Snell’s law. The fol-

lowing describes the steps to calculate the refracted vector,

r̄′, of an incoming vector, r̄, and is based on [7]:

1. Calculate the cosine of θ1 as

cos(θ1) = −n̄ · r̄, (8)

where θ1 is the angle between r̄ and the surface normal

of the interface between the media, n̄.

2. Calculate the cosine of θ2 as

cos(θ2) =

√

1−

(

n1

n2

)2

(1− cos(θ1)2), (9)

where θ2 is the angle between r̄′ and n̄.

3. The refracted vector, r̄′, can then be described as

r̄′ =

(

n1

n2

)

r̄ +

(

n1

n2

cos(θ1)− cos(θ2)

)

n̄ (10)

where n1 is the refractive index of the medium that the

traced ray passes from and n2 is the refractive index of

the medium that the ray passes to.

For a camera placed in front of an aquarium, the indices

n1 = 1.0 and n2 = 1.33 are used for air and water, respec-

tively. The refraction caused by the plastic or glass sides

of the aquarium is not taken into account, as the impact is

minor except for large tanks where the sides are very thick.

2.5. Triangulation using Rays

The final step is to triangulate the 3D position of 2D im-

age coordinates using the refracted rays, r1(λ)
′ and r2(λ)

′,

from the respective cameras. The refracted rays still adheres

to Equation (2) and are formed using the refracted direction

vector, r̄′, from Equation (10) along with the position of the

plane-ray intersection, I , from Equation (7).

The triangulation method employed is commonly known

as the midpoint algorithm. The idea is to identify the vector,

m̄, between the two rays, r1(λ)
′ and r2(λ)

′, such that the

length, ||m̄||, is minimized. The final 3D position is found

as the midpoint of the vector m̄.

Other ways of triangulating 3D positions exist, such as

the methods mentioned in [8]. However, the midpoint al-

gorithm is chosen over other triangulation methods, as it

operates on rays by default. Other approaches utilizes the

camera matrix (formed by the intrinsic and extrinsic cam-

era parameters) to triangulate a point, while minimizing the

reprojection error. However, this assumes that the pinhole

camera model holds, i.e., a single viewpoint exists, which is

not the case as discussed earlier.

The midpoint algorithm is based on the fact that the

length, ||m̄||, must be at its minimum when m̄ is perpen-

dicular to both rays. The main idea is hence to identify a

vector, m̄, such that

m̄ · r̄′
1
= 0

m̄ · r̄′
2
= 0,

(11)

where r̄′
1

and r̄′
2

are the direction vectors of the two re-

fracted rays and · is the dot product.

The vector, m̄, is found by calculating the vector’s start

position, M1, and end position, M2, along the refracted

rays. The two points can be calculated by

M1 = I1 + r̄′
1

−(r̄′
1
· r̄′

2
)(r̄′

2
· ¯I1I2) + (r̄′

1
· ¯I1I2)(r̄

′

2
· r̄′

2
)

(r̄′
1
· r̄′

1
)(r̄′

2
· r̄′

2
)− (r̄′

1
· r̄′

2
)(r̄′

1
· r̄′

2
)
(12)

and

M2 = I2 + r̄′
2

(r̄′
1
· r̄′

2
)(r̄′

1
· ¯I1I2)− (r̄′

2
· ¯I1I2)(r̄

′

1
· r̄′

1
)

(r̄′
1
· r̄′

1
)(r̄′

2
· r̄′

2
)− (r̄′

1
· r̄′

2
)(r̄′

1
· r̄′

2
)

.

(13)

where I1 and I2 are the plane-ray intersections of the two

views.

The final 3D position, P , of the triangulation process, is

then calculated as

P =
(M1 +M2)

2
. (14)
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Figure 4: Illustration of the five 3D reconstruction steps. 1. Camera calibration 2. Projecting a 2D point into a ray 3.

Identifying the plane-ray intersection 4. Calculating the refracted rays 5. Triangulation using rays.

3. Evaluation

The described ray tracing approach is compared against

two other approaches: calibration using a checkerboard

placed in air and calibration using a checkerboard placed

under water in the aquarium. Both methods are based on

the calibration approach described in [22].

The test is performed by moving a calibration rod, with

two brightly colored balls mounted on it, around in an

aquarium with water. The rod has a bend near the location

of the balls in order to make it easier to move it around with-

out interfering with the cameras, i.e., blocking their field of

view or moving them. The cameras are placed as shown in

Figure 5, which is a setup that has been used in several ma-

rine life behavioral analysis systems based on stereo vision

[9, 15, 17].

The length of the aquarium is 40 cm and it has a width

and height of 20 cm and 25 cm, respectively. A total of 15.6

liters of water, equalling a depth of 19.5 cm, has been used

for the test.

The colored balls are used as markers and all three

approaches have been evaluated by their euclidean inter-

distance error, ei, given by

ei = dw − |p′
1
− p′

2
|, (15)

where dw is the known distance between the two markers,

while |p′
1
− p′

2
| is the euclidean distance between the mark-

ers when their 3D positions have been estimated. This error

will hence provide a measure of the ability of each approach

to correctly judge distances while capturing underwater ob-

jects.

The actual triangulation steps remain unchanged

throughout the test and are as described in Section 2.5. The

main difference between the tested approaches is hence how

the camera calibration is performed and how the rays for the

triangulation process are found.

The positions of the two markers are automatically found

in the recordings using color thresholding and Hough Cir-

cle Transform [21]. The recording used for the test consists

of 2809 frames where a total of 2739 pair-wise marker de-

tections were found. Care has been taken to move the cal-

ibration rod around the entire volume of the aquarium as it

is expected that the inter-distance error can depend on the

location of the objects for some of the approaches. Inaccu-

racies may be introduced due to the automatic detection of

the markers, however, as the same detections are used for

testing all three approaches it is assumed that it does not

have any significance.

A refractive index of n1 = 1.0 for air and n2 = 1.33
for water is used when calculating the refracted rays in the

test. Due to the thickness of the aquarium plastic being only

3mm the refraction caused by the plastic is deemed insignif-

icant and therefore ignored.
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Figure 5: Illustration of the test setup and calibration rod

with the two colored balls. The setup is used during evalu-

ation of the different approaches. The red, blue, and yellow

axis denotes the x-, y-, and z-axis, respectively.

3.1. Results

Histograms of the inter-distance error for the three ap-

proaches are shown in Figure 6. The errors appear to be

normally distributed for all three, with the ray tracing based

approach performing the best. The results have been gath-

ered in Table 1.

In air Under water Ray tracing

Mean error (µ) 0.50 cm 0.03 cm 0.01 cm

Deviation (σ) 0.18 cm 0.14 cm 0.09 cm

Table 1: Results of the 3D reconstruction test.

The distribution of the inter-distance error with regard to

the location of the markers is illustrated in Figure 7. Each

of the 2739 dots represents the centerpoint between the re-

constructed positions of the two markers in the aquarium

and the color represents the magnitude of the error, i.e., the

absolute inter-distance error.

4. Discussion

The in-air camera calibration did not perform well in the

conducted 3D reconstruction test, which is not surprising

as it has no way of accounting for refraction. This is made

apparent in the results as the inter-distance error varies to a

large degree based on the location of the markers relative to

the cameras, as seen in Figure 7.

The same is true for the underwater camera calibration

approach, but to a lower extend. The degree of deviation of

this approach rely on how well the calibration frame, in this

case the checkerboard, covers the space of the container. In

order to cover the entire container, the checkerboard must

be moved around in the aquarium and this may cause dis-

turbances in the water surface that can lead to a further de-

crease in accuracy and thereby makes it prone to errors.

The only approach that seems independent of the loca-

tion of the markers is the ray tracing based method, with

the exception of a few outliers, which is most likely caused

by noisy detections such as reflections.

The difference in mean error between the ray tracing

based approach and the underwater camera calibration may

be attributed to the precision of the measurement of the ac-

tual distance between the two markers on the calibration rod

and the precision of the detections. These results are hence

deemed insufficient to recommend the ray tracing approach

over the underwater calibration approach, and vice versa.

The thing that really separates the two approaches is the

degree of flexibility, where the ray tracing approach is supe-

rior to the under water calibration approach. This is mainly

due to the decoupling of the extrinsic and intrinsic param-

eters, as it allows for a one-time only calibration of the in-

trinsic parameters. In other words, if the cameras are moved

or the aquarium is replaced with another, it is only the ex-

trinsic parameters that need to be estimated, which is easily

done by manually annotating the four aquarium corners.

On the other hand, an entire re-calibration with a

checkerboard is required for the underwater calibration

method if a single feature is changed in the setup. This

quickly becomes tedious and time consuming and may, fur-

thermore, create issues with repeatability. This could to

some extend be circumvented by replacing the checker-

board with a 3D frame with markers. However, such a

frame would have to be manufactured to the specific tank

making the setup even less flexible and impractical for

larger setups.

To sum up the findings, the pros and cons of the tested

approaches are presented in Table 2. Precision describes

how well the respective approach is capable of reconstruct-

ing 3D positions independent of their location in the aquar-

ium. Flexibility is an expression of its capabilities to adapt

to variations in the setup, such as change in water levels,

camera positions or aquarium size. Lastly, ease of use is an

indication for how effortless the calibration of the cameras

can be done.

In air Under water Ray tracing

Precision X XXX XXX

Flexibility X X XXX

Ease of use XXX X XX

Table 2: Simplified recap and comparison of the properties

of the tested 3D reconstruction approaches.
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5. Conclusion

The commonly used SVP (single viewpoint) camera

model is not applicable when capturing underwater objects

due to the refraction of light at the interface between air and

water which invalidates the assumption of a single view-

point. This observation has been confirmed during the test

with the in-air camera calibration where the 3D reconstruc-

tion of underwater positions showed to be imprecise when

refraction was not taken into account at all.

If the SVP camera model is calibrated with a checker-

board, placed under water, a higher precision is obtained

as the intrinsic camera parameters can offset the error to

some extend. However, this is problematic as even minor

changes in the test setup will require the entire system to be

re-calibrated, making this approach tedious to use.

Another approach is to use ray tracing in combination

with Snell’s law to model how the light is refracted and

counteract the effect. Tests showed that this approach

achieved the lowest mean error and deviation when estimat-

ing the position of underwater objects. Furthermore, it has

a less restrictive calibration procedure, which makes it less

prone to errors and more flexible than the other approaches,

why it is recommended to use within the field of automated

behavioral analysis of marine animals.

Future work could be to extend the ray tracing method

to account for the refraction occurring due to light passing

through the material of the aquarium. One solution could

be to perform the refraction calculation twice if both the

thickness and refractive index of the material are known.

A Python implementation of the ray tracing based

method can be found at https://bitbucket.org/

aauvap/underwater-camera-calibration.
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(a) Ray tracing approach. (µ = 0.01 cm, σ = 0.09 cm)
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(b) Underwater calibration. (µ = 0.03 cm, σ = 0.14 cm)
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(c) In-air calibration. (µ = 0.50 cm, σ = 0.18 cm)

Figure 6: Histogram of the inter-distance error for each of

the approaches.
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(a) Ray tracing approach.
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(b) Underwater calibration.
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(c) In-air calibration.

Figure 7: Plot of the inter-distance error for each of the ap-

proaches. The colorbars depict the absolute inter-distance

errors in centimeters.
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