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Abstract

Estimating the number of soccer players is crucial in-

formation for occupancy analysis and other monitoring ac-

tivities in sports analysis. It depends on player detection

in the field that should be independent of the environment

and light conditions. Thermal cameras are therefore a bet-

ter option over normal RGB cameras. Detection of non-

occluded players is doable but precise estimation of number

of the players in groups is hard to achieve. Here we pro-

pose a novel method for estimating number of the players

in groups using computer graphics and virtual simulations.

Occlusion conditions are first classified by using distinctive

set of features trained by a bagged tree classifier. Estima-

tion of the number of players is then performed by maximum

likelihood of probability density based approach to further

classify the occluded players. The results show that the im-

plemented strategy is capable of providing precise results

even during occlusion conditions.

1. Introduction

Soccer is the most popular sport around the world [34].

The application of soccer video analysis includes strategy

understanding, player action recognition, occupancy analy-

sis and many more. Estimation of number of players is the

foundation of understanding soccer especially if we need to

know the occupancy in a particular field. The occupancy

analysis can be achieved by counting the number of play-

ers with respect to the time stamp over a large period [11].

Player detection and correct estimation of a number of play-

ers in the sports field is the basic step in every sports anal-

ysis. A number of solutions [36] have been proposed for

soccer analysis. These solutions normally employ a large

number of cameras or used broadcast videos for analysis.

This makes the whole system very complex to deploy in

local sports fields. Furthermore, the communal trust of

large-scale, high-resolution camera systems in public fields

is harder to come by due to the general privacy issues.

Precisely estimating the number of players is a challeng-

ing topic due to various factors. These factors consist of oc-

clusion, motion blur, varying illumination, outdoor weather,

changing player sizes and inconsistency in appearance of

the players. Even though multi-camera solutions improves

the precision by providing more information [8]. They also

increase the hardware and complexity of the whole system.

RGB cameras are also effective in many cases but they are

challenged in varying illumination conditions.

Consequently, we propose a thermal camera based so-

lution for estimating the number of players in groups and

counting. Three thermal cameras are installed on a sin-

gle pole. The setup is able to capture the complete soccer

field from a distant location. One of the advantages of us-

ing three thermal cameras on the same location is its ease

of installation. The other obvious advantage of the thermal

camera over normal cameras is the privacy preservation, be-

cause thermal view makes people identification almost im-

possible. Contrary to this, it is hard to detect and estimate

the correct number of players, specially when they are in

groups. This is because thermal cameras provide less tex-

tual information about player appearance. The main con-

tribution of this work is a simulation-based approach that

efficiently deals with occlusion in the thermal camera view.

1.1. State of the art

1.1.1 Player Detection in Soccer Field

Various solution for the detection of players in soccer fields

have been proposed. These methods include background

subtraction and spectator region extractions [24, 30, 20, 19,

8, 5]. However, there may remain some noisy regions in the

image (line segments and other discontinuities in the im-

age). Yoon et al. [43] proposed a solution based on player

regions separation by defining thresholds for size, compact-

ness, ratio of vertical to horizontal length and color distri-

bution. Haung et al. [18] presented a shape-based player

detection method in order to remove noisy areas from con-

nected components. Yao et al. [42] used the confidence

map for segmentation of players in broadcast videos. The
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(a) (b) (c) (d) (e)

Figure 1: (a) shows the top camera view of the soccer field with camera positions, (b) is the reference frame from left camera

view, (c) shows the binary Image, (d) is the mask of the image and (e) is the final image we get after applying background

mask and morphology.

confidence map is generated from the output of a Hough

forest.

A Motion graphic feature based system is proposed by

Liu et al. [25]. Their approach is based on motion analy-

sis and action recognition of players using SVM and optical

flow analysis in broadcast videos. Mahmoudi et al. [28]

proposed another motion based system. Their system also

utilized optical flow analysis with Lucas-Kanade algorithm

for detection and tracking of players. A method based on

Markov Chain Monte Carlo data association and Kalman

filter is proposed by Liu et al. [27]. A combined appearance

and motion model for evaluating player regions is proposed

by Sermetcan et al. [1]. They used two camera system for

detection and tracking players. Direkoglu et al. [7] pro-

posed an 8 camera based system for detection of player in

the field. They proposed a diffusion equation based solution

to make the whole system invariant of color and rotation in-

formation.

Beetz et al. [2] utilized ontology models of game to-

gether with motion trajectories of players for detection.

They suggested Blackwellized Resampling particle Filter

for tracking of players. Intensity variance and color based

segmentation is used for player segmentation in their work.

Liu et al. [26] proposed a context-conditioned motion based

tracking model. They work is based on the fact that the

player response in an existing situation in only a limited

number of ways. Yang et al. [41] proposed edge detection

and threshold based player detection. They used broadcast

videos for testing their algorithm. Heydari et al. [17] used

Multilayer Perceptron Neural Networks for classification of

players in broadcast videos. Gerke et al. [15] proposed

color histogram and spatiograms for the detection of play-

ers. They enhanced their work using histogram based fea-

tures for the identification of players [14]. They also tested

their algorithm on broadcast videos. Most of the literature

is either based on evaluation on broadcast videos or large

camera setup is employed for player detection and tracking.

This leads to the lack of more simple and robust approach

for estimating number of players.

1.1.2 Occlusion Handling

Occlusion is one of the major problems while dealing with

sports videos. Khan et al. [31] proposed a color based seg-

mentation method and Kalman filter for dealing with occlu-

sion problems during tracking. Hayet et al. [16] performed

detection based on point distribution model. They dealt

with partial occlusion situations on specific video streams

captured through multiple cameras with variable zoom and

rotations. Iwase and Saito [20] proposed a solution based

on 8 cameras for dealing with occlusion. Sabirin et al. [33]

proposed free viewpoint based approach to cater occlusion

while tracking. Kristoffersen et al. [23] perform people

counting and occlusion handling by using stereo thermal

camera setup in the street. They perform 3-D reconstruction

and deal with occlusion based on clustering and tracking of

the 3D point clouds. Manafifard et al. [29] suggested a

detector that performs two-step blob detection (grass-based

blob detection followed by an edge-based blob detection).

They handled occlusion by a blob-guided PSO multi-player

detection algorithm. Gade et al. [11] proposed a system

based on identifying the occlusion in thermal cameras by

defining thresholds on length and width of the blobs. They

also enhance their work of player counting in indoor and

outdoor sports arenas using constraint information of the

stable periods by Graph search optimization [13]. In most

of the literature, either the occlusion is handled in tracking

of the players or complex system is employed to capture

the videos at multiple angles. Choosing a threshold is also

a compromise between false positives (spurious occlusions)

and false negatives (missed occlusions) detections.

1.1.3 Thermal cameras

Automatic identification of human body includes both the

visual and thermal information [4, 22, 37, 40, 32]. A com-

prehensive survey regarding thermal cameras and their ap-

plication is performed by Gade et al. [12] Gade et al.

[11, 13, 10] also proposed player counting and occupancy

analysis by using thermal cameras in indoor sports arenas.

Other work in the domain of thermal cameras for video
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Figure 2: Flow diagram for the proposed system.

analysis and human detection is pedestrian detection and

counting[23, 39]. Most of the work for utilizing thermal

cameras in sports analysis is related to indoor sports arenas

with a relevantly closed environment and small area of in-

terest. Large outdoor sports fields are yet to be analyzed

with thermal camera setups.

2. Proposed Method

Most vision systems for detection and counting of play-

ers in a sport field are either complex, in terms of number of

cameras and controlled light environment, or they lack any

supervised algorithm for the detection of player on a soccer

field. In this work, we proposed a three staged supervised

player detection and counting system i.e. candidate player

detection, occlusion detection and estimation of number of

players in each occluded group.

Player detection in soccer has always been a challeng-

ing task because of various factor i.e. weather (wind, rain,

snow, clouds, etc.) and varying light conditions. Moreover,

the shape, geometry and size of the player in the field vary

with the angle and position of the camera.

To cope with all these issues here we propose a fixed

three thermal camera-based solution that is independent of

varying light and weather conditions and for the evaluation

of our algorithm, we apply our approach to the outdoor field

of soccer. The camera setup is shown in figure 1a. The pro-

posed approach for estimating the number of players consist

of the following steps. Given a video frame by the ther-

mal camera, we compute a binary image. We have assumed

that a player is any human on the field that could be a team

player or a referee. From the resulting image a feature vec-

tor is extracted from each blob and afterwards, a bagged tree

classifier is implemented to separate blobs into occluded

and non-occluded players. Occluded players are then fed to

a maximum likelihood of density estimation analysis to es-

timate the actual number of players in each occluded blob.

The whole process, of occlusion detection and estimating

number of players in the occluded blob, is illustrated in the

figure 2 and described in details in the following.

2.1. Player Detection

The thermal camera captures grey scale where a warm

object, which is a player in our case, appears to be brighter

than the surroundings and background. The first step in our

algorithm is to detect and separate these objects from the

image. Maximum entropy based thresholding that finds the

threshold value based on the sum of entropies is employed

for the segmentation of these light objects [21]. There may

remain some blobs and noise outside the field because of

intensity variations or spectators. Those blobs are removed

from the image by a manually marked geometry based field

mask. Blobs smaller than specified minimum area are dis-

carded as they may belong to some noise and morphological

closing is applied to join the other small blobs. The blobs

are then labeled using a contour-finding algorithm [35].

2.2. Occlusion Detection

People standing beside or behind each other often merge

into one big blob. These blobs come under the category of

occlusion. One of the major contribution in this paper is oc-

clusion handling by utilizing only blob information. Where

the aim is to decide if a blob is one player or more than one

(occluded player).

Images obtained from a thermal camera do not carry

much textual or color information. Also, the players have

different posture, shape and size that depending on the dis-

tance and orientation of the cameras. Moreover, the players

on the border of the field appear too small to detect. There-

fore, the normal state of the art feature extraction methods
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fails. The only thing that can be utilized is the shape and

orientation of the blobs.

2.2.1 Feature Vector Information

Players, whether occluded or non-occluded, appear larger

near the camera. However, at the same pixel position, an

occluded blob appears to be larger than a non-occluded

blob. The non-occluded blob always has a vertically ori-

ented shape, as players are always vertically oriented from

the camera point of view. For an automated system to

distinguish between occluded and non-occluded regions,

a feature vector based on the blob information is formed

for each candidate region. If a binary image I contains

N potential candidate regions, then the set representation

for an image I is I = {I1, I2....IN}. Each candidate re-

gion is considered as a sample for classification and repre-

sented by a feature vector containing all M features, i.e.

for a sample non-occluded blob Ii the feature vector is

Ii = {f1, f2, f3....FM}, where i = {1, 2, 3, ...N}. The

set of features utilized here are:

• Connected point slope: The connected points and

branch points say C(x, y) of the skeleton of the

blobs are founded by using [9]. In the case of

non-occluded blobs all the founded points, C =
{C1, C2, C3, ....Ck}, are connected in a single verti-

cal symmetry. While the blob of an occluded group

of players normally have two or more vertical symme-

tries. In these cases, slopes between each connected

point provides a useful information to distinguish be-

tween occluded and non-occluded players’ blobs and

is computed according to the following equation,

slopek =
yk+1 − yk

xk+1 − xk

(1)

Where k represents a point in the set of all poten-

tial connected points, K from 1 : k, with k = 1 is

the top branch point and K = k is the bottom-most

branch point. In the case of non-occluded player blobs

the slopes would be greater between each connected

point, whereas the in case of occlusion, where there

are two or more vertical symmetries the slopes would

be smaller.

• Connected point distance: This is the distance be-

tween the connected points in the skeleton of a blob. It

can be observed in figure 3d that for some connected

points, smaller slopes can occur in non-occluded cases

as well. In that cases the distance between the con-

nected points contain useful information. So, If two

connected points with smaller slope have a larger dis-

tance between them, then they probably belong to an

occluded blob otherwise not, as shown in the figure 3c.

(a) (b) (c)

(d) (e) (f)

Figure 3: (a), (b) and (c) show the heat map, skeleton mask

and connected points of an occluded region, (d), (e) and (f)

show the heat map, skeleton mask and connected points of

a non-occluded region. Note that red circles in (c) and (f)

show the connected points whereas green circles and lines

are the branch points.

• Convex area: It is the area of the convex hull of a

blob. The convex area of occluded blobs appears to

be larger than the convex area of non-occluded blob

at the same position. But as we move away from the

camera both occluded and non-occluded blobs appear

to be small. So the blob area with respect to pixel dis-

tance from the camera is considered as a feature in our

case. The pixel distance is calculated by equation 2.

y′ =

√

|
640

2
− y |2 + | 480− x |2 (2)

Here x and y are the pixel locations in image I (vary-

ing from 0 to 640 and 0 to 480 respectively). y′ is the

pixel distance with respect to the camera (see figure

4b) and 640 x 480 is the size of the image.

• Diagonal Length of bounding box: The diagonal

distance of the bounding box (figure 4a) is the last fea-

ture to be used for classification. This distance would

be larger for occluded blobs then non-occluded blobs.

2.2.2 Classification using Bragged Tree Classifier

Feature extraction is followed by the implementation of

Bragged tree classifier [3] to distinguish between occlu-

sion and non-occlusion blobs. The training dataset used
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(a) (b)

Figure 4: (a) The diagonal length of a bounding box is mea-

sured between the corners ’a’ and ’b’, (b) shows the pixel

distance calculation where the blue lines are the pixel dis-

tances and red lines are the original distances in the image

plane.

for the classifier includes 1700 non-occluded and 120 oc-

cluded player blobs samples collected from over three dif-

ferent soccer videos. Evaluation of the proposed classifier

was performed using k-folds cross validation with folds se-

lected to be 5. Results are explained in section 3.2.

2.3. Estimating the number of players

Here we present a novel method for estimating the num-

ber of players in an occluded blob. Our method estimates

the number of players in a blob by comparing the size of the

detected blob with different likelihoods of learnt blob sizes

created in virtual environment. A virtual setup of a foot-

ball field with real world field coordinates, camera height,

viewing angle and resolution is created using unity [38]. A

human body is modeled as cylindrical blobs. The height,

depth and width of the cylinders are taken as standard per-

son height and width. Virtual player occlusion is created

by considering the fact that occlusion can occur in a finite

number of possible ways. All of these are simulated and

a likelihood density is learned for each distance from the

camera. Shadows are not considered in our work as the

background surface is non-reflecting and no shadow occurs

in case of thermal view. The virtual setup is illustrated in

figure 5

(a) Top View of our setup (b) Side View of our setup

Figure 5: Virtual setup.

The process of simulating data for occlusion of two per-

sons is

1. One static player is placed at minimum possible dis-

tance from the camera in the field.

2. The second player is shifted horizontally towards the

first player from right to left in steps of 0.05 meter until

they occlude in the 2D camera view.

3. The instant occlusion occurs the algorithm measures

the combined pixel area of the blob.

4. The second player is shifted until the players are non-

occluded in the camera. For each step the pixel area of

the blob is measured.

5. The second person now shifts 0.05 meters above the

previous position and steps 2-5 are repeated until no

occlusion is present.

6. The first static person is then moved 1m further away

from the initial position and the process (steps 2-6) is

repeated for the entire field.

Since the size of a blob to a large degree is independent

of the viewing direction, the steps above are only required

for one particular viewing direction, and hence the size of

a blob only depends on the distance from the camera. The

process for three and four players follows a similar proce-

dure except that it forms more combinations of static and

moving players. The process could be repeated for higher

number of players but the data set we are using is having a

maximum of four occluded players.

2.3.1 Maximum likelihood based density estimation

The processes above result in 9978 possible occlusion com-

binations for two players, 12401 possible occlusion combi-

nation for three players and 33001 possible occlusion com-

bination for four players. The size of each combination is

normalized by the size of one simulated person at that par-

ticular distance. This results in a likelihood distribution that

expresses the size as a function of the number of persons.

This is illustrated in figure 6. After classification of oc-

clusion, see figure 2, pixel distance with respect to camera

is first calculated for each occluded blob (see equation 2).

Then the blob is normalized with respect to the pixel area of

a one-player blob, so the measure can be compared with the

simulated data. In order to perform this normalization, an

analytic function is learned from one-player blobs and their

distances to the camera, see figure 7. This lead us to formu-

late a general relationship between pixel distance from the

camera and average pixel area of a person that can be used

for estimating the area of one person at every pixel loca-

tion. The relationship is dependent on external parameters

like camera height and tilt angle.
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Figure 6: (a), (b) and (c) are the examples of virtual projections of two, three and four occluded players, respectively. (d), (e)

and (f) are the normalized probability densities with respect to distance.

Figure 7: Relationship between blob area and camera dis-

tance.

Normalized area with its pixel distance is compared with the

virtually generated likelihood distributions. The one that

matches best determine the actual number of players in a

particular blob. In case, the pixel distance does not match

with any of the learn likelihood densities, the nearest neigh-

bor distance is considered in that case.

3. Experiments

3.1. Data and Setup

As there exist no publicly available soccer data captured

with thermal cameras, we have used our own captured data

for evaluation purposes. The video is captured with an

AXIS Q1922 LWIR sensor with 57 degrees of horizontal

Field of View (FOV) and a resolution of 640x480. The

camera is placed on a pole that is 4.6 meter away from

the field at a height of 10.5 and tilt angle of 27◦. The data

that are used for the testing contain 5 minutes of video with

8990 frames containing 71443 players. The ground truth is

marked by manually counting the number of players in each

frame.
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3.2. Results

In this paper, we present the results for the left view

camera. Here the evaluation of our features with Bagged

tree classification model. This evaluation includes the com-

parison of our features with state of art human detection

histogram of oriented gradients (HOG) features [6] which

are still used in many state of the art player detection algo-

rithms [1, 15]. [7, 29, 15] have also performed this com-

parison analysis. HOG is trained on grey scale images for

classification of occluded and non-occluded blobs. Figure

8 shows the comparison of two features in terms of ROC.

Other comparison measures for evaluation of our features

are presented in Tables 1.

Clearly our proposed features gather with classifier per-

Figure 8: Receiver Operating Curve for the [6] and pro-

posed method.

Acc P % R% AUC TT

HOG+SVM [6] 94.3 62.1 77.3 0.79 142.0sec

Proposes 96.1 77.3 84.1 0.91 1.5sec

Table 1: Comparison of the methods for occlusion detection

with [6] in terms of accuracy (Acc), precision (P), Recall

(R), area under receiver operating curve (AUC) and training

time (TT).

formed better than [6]. 100% accuracy can not be achieved

due to more false negative cases because of the factors that

include fully occluded cases and occlusions in farther blobs

interpreted as non-occlusions. This is because the blobs ap-

pear to be too small to detect and classify, see figure 9.

Next we evaluate our method for estimating the number

of players compared with the ground truth. The results are

is presented in figure 10. Figure 11 shows some qualitative

results after estimation. The results presented demonstrate

the precision of the proposed method. Another important

observation from figure 10 is that the proposed approach

yields better accuracies in former frames. The reason is

that most of the players appear at the farther boundary of

the field in the last part of the test data. This makes the

occlusion detection more challenging and hence estimation

become more uncertain.

(a) Frame 400

(b) Frame 480

Figure 9: Non-Occluded vs Occluded, yellow boxes show

some false negative cases.

Figure 10: Orange line represents the estimated number of

people and the blue line shows the ground truth.

For the quantitative evaluation, a comparative analysis

of our proposed algorithm with previously proposed algo-

rithms is presented in table 2.

Our system clearly outperforms in terms of precision.

It should be noted that everyone has used their own lo-

cal datasets and hence no direct comparison is possible.

[27, 17, 29, 14] have used broadcast videos for the detec-

tion of players. We are performing estimation of number
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(a) Frame = 50

(b) Frame = 350

(c) Frame = 4000

Figure 11: Results after estimation.

of players rather than just detection. Also we are work-

ing on non-commercial videos and not utilizing any tempo-

ral information since this is not desirable in ordinary setups

where bandwidth and on-site processing power can be prob-

lematic. [11] have used thermal cameras for evaluation of

their counting algorithm but tested their methodology in in-

door sports arenas having closed environment and relatively

small area of interest. We are testing our algorithm in a

large outdoor soccer field. Better accuracy can probably be

achieved by including boundary information and temporal

data like in [11].

Method Acc% P% R %

Liu et al. [27] – 88.6-92.3 88.8-92.1

Heydari et al. [17] 96.5 – –

Manafifard et al. [29] – 93 91

Gade et al. [11] 95.5 – –

Gerke et al. [14] – 83-90 66-78

Proposed Method 81.4 97.8 78.8

Table 2: Comparison of our proposed method against previ-

ous techniques in terms of Accuracy(Acc), Precision(P) and

Recall(R).

4. Conclusion and Discussion

This paper proposed an automated system for precise

counting of players using thermal cameras. A detailed fea-

ture vector for each candidate region is formed by using the

shape and geometry of the blobs. We used Bagged tree clas-

sifier for detection of occlusion. In order to further classify

the number of players in occlusion, we proposed a simula-

tion based method. 8990 frames are used for evaluation of

the proposed technique for detection of occlusion and es-

timation of number of players. No ideal conditions are as-

sumed, so it is critical to know that the datasets that we have

used contain all types of variations with respect to posture

and position of players. The results showed that our pro-

posed method for estimating number of players achieved a

high precision, which makes our system suitable for count-

ing precise number of players in groups. Our proposed sys-

tem is not dependent on light and weather conditions, which

make our system more practical for local non-commercial

sports analysis.

The mapping from visual appearance of occluding peo-

ple to the number of individuals could be based on other fea-

tures than the number of pixels as done in this work. Given

sufficient training data more sophisticated hand-crafted fea-

tures or automatically extracted features via a deep learning

approach could probably work. But such approaches are

likely to require large amounts of annotated data to general-

ize to arbitrary setups. And since our work is to be applied

in many different setups focus has been on a simple fea-

ture and an easy training procedure. In fact, for a new setup

we need only to input the external camera parameters to

the virtual simulation and re-render figure 7 and then learn

the size of a 1-person blob as a function of distance to the

camera in a particular setup. This makes our approach easy

to adapt. However, as more fields are analyzed annotated

data are automatically collected and future work therefore

includes an investigation into the use of deep learning for

learning a general mapping from blobs (or bounding boxes)

to the number of people.
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