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Abstract

Cross domain image retrieval is a challenging task that

implies matching images from one domain to their pairs

from another domain. In this paper we focus on fashion im-

age retrieval, which involves matching an image of a fash-

ion item taken by users, to the images of the same item taken

in controlled condition, usually by professional photogra-

pher. When facing this problem, we have different products

in train and test time, and we use triplet loss to train the net-

work. We stress the importance of proper training of simple

architecture, as well as adapting general models to the spe-

cific task.

1. Introduction

Fashion market, and more specifically clothes retail, has

gained interest into applying machine learning technolo-

gies to add value to the customer shopping experience [5].

One of the problems addressed is to help customers localize

items just from regular pictures taken in an open environ-

ment. That means, to identify items from an image database

of products of, usually, high quality guided by a customer

picture. Up to a few years ago this task was difficult due

to the limitations on the machine learning techniques avail-

able. The advances on neural networks applied to computer

vision lead to the renaissance of many hard problems. In

our particular case, any system that aims to solve this task

should deal with a large amount of different items to recog-

nize among, just by a simple picture taken in an open sce-

nario without any limitation. This is not possible with tradi-

tional techniques [2, 4], which fail absolutely when having

to check for similarities on never seen items. Our task is a

typical image retrieval problem, where images are very sim-

ilar but they usually can be differentiate by subtle details.

An added complexity is the different nature of the query

images and the target ones. The later are usually high qual-

ity images where the item is the main focus of the scene,

whereas the former is not controlled in any way (figure 4).

The approach that we will use is an adversarial learning

methodology based on positive and negative stimuli apply-

ing a Siamese network architecture, trained using triplet loss

[7].

2. Method

To deal with the fashion retrieval task, we have cre-

ated a three streams Siamese architecture and used the

same settings as in [1], which focuses on person re-

identification. Each stream is composed of convolutional

layers of ResNet50 network, max pooling and one fully

connected layer. The final embeddings are l2 normalized.

The weights of the convolutional and fully-connected lay-

ers are shared between the streams. We have applied the

standard Triplet loss function[8]:

L(Iq, Ip, In) = max(0,m+ d(q,p)− d(q,n)), (1)

where q, p and n are the embeddings for the query image,

the relevant image and the non-relevant image, respectively,

d() is the euclidean distance and m is the margin which con-

trols the difference in the distances between query and the

relevant image and between the query and the non-relevant

one. Depending on how we extract the embeddings we are

pushing the system to encapsulate instance differences.

We initialize the convolutional layers of the three streams

by the weights obtained during the pretraining on the clas-

sification task, while the weights of the FC layer are initial-

ized randomly. We chose the query image randomly, rele-

vant image as any of the images from the same class as the

query one, and the negative as an image from a different

class which is among the 25 non-relevant images closest to

the query. This baseline has been trained using SGD opti-

mizer, with initial learning rate 10−3, which is decayed by

0.5 each 1024 iterations.

Taking into account that our query images are always

from the user domain, while the desired retrieved exam-

ples are from the in-shop domain, we propose adaptation

of the previously described method according to the task
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Figure 1. Training model. The model is made of three Siamese

streams, each one of them contains convolutional layers followed

by max pooling and fully connected layers. The final represen-

tation is l2 normalized. Query image is randomly sampled from

the user images, while the relevant and non-relevant images are

chosen from the in-shop domain.

requirements. We have separated the streams for each do-

main, meaning that our new query stream does not share the

weights with the gallery stream, which we use for extract-

ing representations of relevant and non-relevant images 1.

We sample the triplets the same way as in the previous ap-

proach. We initialize the weights of the convolutional and

fully connected layers by the weights obtained during the

training for ranking with three Siamese streams. We have

used SGD optimizer, with starting learning rate 5 ·10−4 and

decayed it after each epoch for one half.

In the test time, we extract features from queries using

the user stream, and the features of the gallery by the second

stream. As the embeddings are l2 normalized, we calculate

the similarity by simply using dot product. We use top-K

measure to evaluate the results, as proposed by [3].

3. Results

3.1. Datasets

We evaluate our models using two common datasets,

DARN and DeepFashion.

The DARN dataset [2] is a standard cross-domain fash-

ion image dataset. It contains around 327,000 images from

the in-shop domain and 91,000 user images. Apart from

providing IDs of each image, this dataset includes labels

such as clothes category, button, color, length etc. Due to

the broken links in the files provided by the authors, we use

the clean version provided by [3], and follow their evalua-

tion protocol.

The DeepFashion dataset [6] is the largest publicly avail-

able fashion dataset including more than 800,000 images

with additional information about categories, landmarks

etc.

In this paper, we use only images and information about

their IDs and domains.
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Figure 2. Results on DARN. The last four methods are reported

by [3]. Our result with the proposed architecture outperforms the

state of the art by 41%.
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Figure 3. Results on DeepFashion dataset.

3.2. Quantitative results

Quantitative results and comparison with state of the art

are shown on the Figure 2 and 3. Our baseline already out-

performs the published results by 25% on DeepFashion and

40% on DARN, while the additional adaptation (Ours-SS),

adapting each stream to its domain, is improving the base-

line for 1%.

3.3. Qualitative results

Even though our results are better than the published

work, our model is able to find a correct item in the first

20 retrieved images only in 65% for DARN and 45% for

DeepFashion of cases. On the Figure 4 we show the qual-

itative results of our best model. It is clear that our model

is able to understand the type of the item, without implicit

training for that task, and that failure cases are appearing

when the query image contains item in a low resolution or

when the light are causing low quality of the query image.
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Figure 4. Examples of retrieved items. Each row contains a query image (with a blue frame) followed by 10 closest gallery images. Green

frames stand for the right match, while the red ones signify items different from the query. We show that our model is able to not only

distinguish between different items, but also to understand the category in which the item is.

4. Conclusion

In this paper we have shown the importance of train-

ing simple models correctly, using pretraining for a simpler

task, proper triplet mining and careful learning rate decay.

Additionally, we have proposed extension of the simple ar-

chitecture, in terms of using a model which is more appro-

priate to the specific cross-domain problem. Both of our ar-

chitectures have outperformed the state-of-the-art methods

by a significant margin on two datasets.
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