A Compact Deep Learning Model for Robust Facial Expression Recognition
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Abstract

In this paper, we propose a compact frame-based facial expression recognition framework for facial expression recognition which achieves very competitive performance with respect to state-of-the-art methods while using much less parameters. The proposed framework is extended to a frame-to-sequence approach by exploiting temporal information with gated recurrent units. In addition, we develop an illumination augmentation scheme to alleviate the overfitting problem when training the deep networks with hybrid data sources. Finally, we demonstrate the performance improvement by using the proposed technique on some public datasets.

1. Introduction

Understanding human emotion from images has become increasingly important with the recent advances in deep learning and human computer interaction. Human emotion is expressed in multiple ways. Studies show that analysis of non-posed expression must rely on additional physiological signals, such as temperature dynamics and heart rate \[44, 50, 38, 20, 37\]. Unfortunately, these physical measurements are usually unavailable or infeasible to obtain in practice, which makes the research findings restricted to be used in laboratory environment.

Due to the ease of data acquisition, the video-based approach is most commonly used for expression recognition. Databases \[27, 46\] with quite restricted settings are usually used for performance benchmark for facial expression recognition. Traditional image-based methods for facial expression recognition employed hand-craft features, like LBP \[29\], BoW \[35\], HoG \[5\], or SIFT \[26\], and they have shown quite good results on several databases \[27, 46\]. \[28, 40\]. \[11\]. Furthermore, the sequence-based approach further modeled the temporal emotion variations with temporal hand-craft features extracted from videos \[16\]. \[24\]. \[12\]. \[19\].

Recently, expression recognition in the wild \[7\] \[6\] has attracted considerable amounts of attention. This type of problem is challenging because the face images collected from internet are usually acquired under different illumination conditions and head poses. Researches, like EmotioNet \[8\], also showed that using downloaded images into the training set is quite useful to improve the generalization of model training. This inspires us to further investigate how the expression recognition task could benefit from model training from face image datasets acquired from unconstrained environments.

In this paper, we introduce a new convolutional neural networks (CNN) architecture for improving the performance and generalization with proper design of the deep networks. Experiments on standard databases also show that the proposed CNN model is appropriate for facial expression recognition with compact network parameters compared to the related deep learning based models. Moreover, we include several datasets of different types into the training dataset to improve the generalization of the learned CNN model. In addition, we develop an illumination augmentation scheme to improve the robustness of training the proposed CNN model. The main contributions in this paper can be summarized as follows:

- We propose a compact CNN model for facial expression recognition to compromise between recognition accuracy and model size.
- We evaluate our network model on two standard databases and show the proposed method is superior to the state-of-the-art methods.
- We collect three datasets of different scenarios which could be used to evaluate the cross-domain performance.
- We present leave-one-set-out experiments showing that the proposed illumination augmentation strategy alleviates the overfitting problem for model training with images from different sources.
2. Related Work

BDBN [25] showed that combination of feature extraction and selection with a unified deep belief network achieved better performance. STM-ExpLet [24] used expression-based spatio-temporal manifold to model the expression video clips. Exemplar-HMMs [33] combined HMMs and SVMs in a model-based similarity framework. The LOMo [34] combined different types of complimentary features, such as facial landmarks, LBP, SIFT, and geometry features, for expression recognition.

In recent years, deep learning has become very popular since CNN showed its unprecedented capability in many computer vision tasks. Various CNN models [22, 36, 13, 15] have been proposed for different image classification tasks [23, 21, 9]. However, these deep networks are not appropriate for small expression recognition databases.

The joint-fine tuning method [16] adopted data augmentation strategy with 7 different rotation angles to obtain 14 times more data. They train two different networks based on appearance and geometry features and combine the pre-trained networks by joint-fine tuning. Researchers also showed that combining CNNs with recurrent neural networks (RNNs) performed excellently for expression recognition from video [17].

Recently, the peak-piloted method [47] successfully applied the GoogLeNet [39] for expression recognition by transferring the knowledge learned from large-scale face recognition database [43]. Their result also showed that the accuracy of the image-based approach is comparable to those of the sequence-based methods.

3. Proposed Framework

The overall pipeline of the proposed deep learning approach is depicted in Figure 1. Our framework is composed of two modules: Face pre-processing and CNN classification. To ensure our framework could be extended to different scenarios, we do not adopt any temporal normalization method [46] like [16].

3.1. Preprocessing

We first cropped the face region according to landmark points detected by IntraFace [42]. These landmarks could be used to extract the contour of eyebrows, eyes, nose and mouth. Large crop sizes could keep more information while small crop sizes could reduce noise come from background or head contour. In our implementation, the cropped image size \( L \) is determined by \( L = \alpha \times \max(d_v, d_h) \), where \( d_v \) is the distance between the uppermost landmark point and the lowermost landmark point, \( d_h \) is the horizontal distance between the leftmost landmark point and the rightmost landmark point, and \( \alpha \) is a scalar used to control the size of face region. We set \( \alpha \) to 1.05 for all experiments in this paper.

Once the crop size \( L \) is determined, we crop the face region center on the landmark point of nose and obtain modest face images for model training. The cropped images are resized to a fixed size \( 120 \times 120 \), which is subsequently sent to the CNN classifier for expression recognition.

3.2. The CNN Model

The architecture of our CNN model is depicted in Fig. 2. Our model is composed of two convolutions and pooling blocks, followed by two fully-connected layers. We use ReLU [22] as activation function for each convolution layer. Dropout [14] is also applied after the fully-connected layers to prevent overfitting. Note that our model only uses the central \( 96 \times 96 \) part of the resized face image as input. Details about model training will be described in the next subsection.

The proposed CNN structure could be considered as an improved version of DTAN in [16]. Their experiment already showed that this plain model could achieve good results for the expression recognition task. To further increase the discriminating power of our model, we stack two continuous convolution layers before the max pooling, like [36]. We also use bigger convolution filters which allow the neurons inside our model have larger receptive fields. After this modification, the receptive field of each neuron in the first fully-connected layer would become \( 36 \times 36 \), which is about 14% of input \( 96 \times 96 \) image, while the origin DTGAN is \( 16 \times 16 \), which is only 6% of its input size \( 64 \times 64 \).

Another important modification is that we substantially reduce the number of fully-connected neurons. We believe that expression in human face could be learned by a modest model size as long as we have suitable design of the receptive field. Later experiments given in this paper demonstrate that a suitable lightweight fully-connected network is not only compact in terms of model parameters but also accur
rate for facial expression recognition.

### 3.3. The Frame-to-Sequence Model

An image sequence in standard facial expression databases usually begins with a neutral expression and gradually proceeds to a peak expression. We could approximate this transformation process by a model \( S(x) \), which takes a sequence of images \( x^t, t = 1, ..., T \), as input and mapping each image sequence to its ground truth \( y_i \) as close as possible:

\[
y_i \approx \tilde{Y}_i = S(x^1_i, ..., x^T_i; \theta),
\]

where \( T \) is the length of the image sequence and \( \theta \) is a set of model parameters. Let \( p \) denote the probability of each expression produced by the sequence model, the sequence modeling problem could be formulated as maximizing the log-likelihood of a model given a training sequences, i.e.

\[
\hat{\theta} = \arg \max_{\theta} \frac{1}{N} \sum_{i=1}^{N} \log p(\tilde{Y}_i|x^1_i, ..., x^T_i; \theta)
\]

(2)

Such a problem is difficult to be solved directly, thus we adopt a similar idea like [17] to use a pre-trained CNN as the feature extractor. The previous frame-based approach could be regarded as a mapping function \( F(x) \), which maps each sample \( x^t \) to a probability distribution \( \{p^t(j), j = 1, ..., m\} \) such that the index of the maximal probability \( p^t(j), \tilde{y}_i \), is the same as its correct category \( y_i \), i.e.

\[
y_i \approx \tilde{y}_i = \arg \max_j p^t(j) = F(x^t),
\]

(3)

where \( p^t = F(x^t) = [p^t(1), p^t(2), ..., p^t(m)] \).

Here, we use a sequence of probability distributions computed from the CNNs for the frame-based expression recognition instead of images as input for the expression recognition, which means

\[
y_i \approx \tilde{Y}_i = S(F(x^1_i), ..., F(x^T_i); \theta)
\]

(4)

We can model \( S(x) \) with a Gated Recurrent Neural Network [3]. Because we use the probability distribution for the frame-based classification as the feature representation, we expect that \( S(x) \) could be well modeled by a shallow structure. The architecture of our frame-to-sequence model is composed of a single Gated Recurrent Units (GRU) layer with 128 hidden states and a softmax layer. The overall framework is shown in Figure [5]

### 3.4. Model Training

Small facial expression recognition datasets usually contain hundreds of image sequences, which may easily lead to the over-fitting problem during model training. For the model training, we adopt online augmentation strategy with both horizontally flipping and random shifting like [36]. In this paper, we set the maximal training iterations to 2000 epochs and report the best validation accuracy for training CNN model. For the frame-to-sequence model, we use ADAM [18] optimizer for the model training and run 10,000 iterations with the batch size set to 48 and at a fixed learning rate 0.01.

### 4. Experiments on Standard Databases

The standard facial expression databases usually contain video sequences begins with a neutral expression and proceeds to a peak expression. For the frame-based approach, we use only the peak image for training and validation like [47]. We first evaluate the proposed framework on two well-known benchmark databases: the Extended Cohn-Kanade (CK+) database [27] and the Oulu-CASIA database [46].

The CK+ database is composed of 327 labeled image sequences with seven emotions: anger, contempt, disgust, fear, happiness, sadness, and surprise. The Oulu-CASIA database contains 480 image sequences with one of six emotion labels: anger, disgust, fear, happiness, sadness, surprise. The resolution of CK+ and Oulu-CASIA database are \( 490 \times 640 \) and \( 320 \times 320 \), respectively. Details of these databases are shown in Table [1]. For CNN model training, all weighted layers were initialized by xavier [10], the learning rate was fixed to 0.001 with the momentum set to 0.9. The weight decay method is also used for regularization with a factor of 0.001.

#### 4.1. Frame-based Approach

To avoid subjects appearing in both the training and testing sets simultaneously, we divide the subjects into 10 subsets by their IDs in the ascending order, which is the same as the 10-fold cross validation protocol in [24]. This experiment protocol is used for all methods included in the experimental comparison in this paper.

The overall accuracy of 10-fold cross validation on CK+ database is shown in Table [1]. The accuracy of our frame-based approach outperforms most sequence-based methods and is second only to the peak-piloted method [47]. How-

<table>
<thead>
<tr>
<th>Method</th>
<th>Input</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDBN [25]</td>
<td>Sequence</td>
<td>96.7</td>
</tr>
<tr>
<td>LOMo [34]</td>
<td>Sequence</td>
<td>92.0</td>
</tr>
<tr>
<td>Exemplars-HMMs [33]</td>
<td>Sequence</td>
<td>94.60</td>
</tr>
<tr>
<td>STM-ExpLet [24]</td>
<td>Sequence</td>
<td>94.19</td>
</tr>
<tr>
<td>DTGAN [16]</td>
<td>Sequence</td>
<td>97.25</td>
</tr>
<tr>
<td>Peak-Piloted [47]</td>
<td>Frame</td>
<td><strong>99.30</strong></td>
</tr>
<tr>
<td>Ours-frame</td>
<td>Frame</td>
<td>97.37</td>
</tr>
<tr>
<td>Ours-frame2seq</td>
<td>Sequence</td>
<td>98.47</td>
</tr>
</tbody>
</table>
Table 2. Expression recognition accuracies of different methods on the Oulu-CASIA database. The best result is marked in boldface.

<table>
<thead>
<tr>
<th>Method</th>
<th>Input</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG3D [19]</td>
<td>Sequence</td>
<td>70.63</td>
</tr>
<tr>
<td>LOMo [34]</td>
<td>Sequence</td>
<td>74.00</td>
</tr>
<tr>
<td>Exemplar-HMMs [33]</td>
<td>Sequence</td>
<td>75.62</td>
</tr>
<tr>
<td>STM-ExpLet [24]</td>
<td>Sequence</td>
<td>74.59</td>
</tr>
<tr>
<td>Atlases [12]</td>
<td>Sequence</td>
<td>75.52</td>
</tr>
<tr>
<td>DTGAN [16]</td>
<td>Sequence</td>
<td>81.46</td>
</tr>
<tr>
<td>Peak-Piloted [47]</td>
<td>Frame</td>
<td>84.59</td>
</tr>
<tr>
<td>Ours-frame</td>
<td>Frame</td>
<td>88.75</td>
</tr>
<tr>
<td>Ours-frame2seq</td>
<td>Sequence</td>
<td>91.67</td>
</tr>
</tbody>
</table>

However, in [47], they pre-trained the CNN model with additional 500k images [43] that is over one thousand times more than the CK+ database size. The result shows that the proposed CNN model is very suitable for learning facial expression on a small database.

Expression recognition on the Oulu-CASIA database is more challenging because it contains more low-intensity expressions which are difficult to distinguish with insufficient image resolution. However, the Oulu-CASIA database is still a good benchmark with complete emotion samples for each subject. The results of our method outperformed all the other methods in the Oulu-CASIA database, as shown in Table 2.

The result shows that our frame-based CNN model has about four percent improvement compared to the state-of-the-art method [47]. Another strength of our framework is that we have only 8.62% absolute performance difference between these two databases while the state-of-the-art method [47] has 14.71% performance gap. The high recognition accuracy on the Oulu-CASIA database suggests that the proposed framework could maintain its discriminative power for more strict cases. Furthermore, our frame-based approach could be further extended to a sequence-based approach to boost recognition accuracy by exploiting temporal information.

4.2. Frame-to-Sequence Approach

To further exploit temporal information and improve the recognition accuracy, we develop a frame-to-sequence approach which uses multiple image frames as input and then produces a single prediction from the whole input sequence.

To avoid the problem due to sequence length deviations, we perform systematic uniform sampling in each of the original image sequence to normalize all training image sequences to a fixed length 9, which is also the shortest sequences length in Oulu-CASIA database.

For the model training, the sampled sequences were first augmented with mirror and random cropping as mentioned in the previous section to become 100 times more. After that, we use our well-trained single frame CNN model to obtain the probability distribution for each frame, so every image sequence is represented as a 6-by-9 matrix for Oulu-CASIA dataset or 7-by-9 for CK+ dataset. That is, the model takes a feature vector of a single frame each time and then gives a classification decision after receiving the 9-th input. Note that all of the frame-to-sequence models use independent CNN models as the feature extractor which are trained with training data only. That is, the experiments performed for the sequence-based approach still follow the standard 10-fold cross-validation protocol.

As shown in Table 1 and 2, the proposed frame-to-sequence approach actually improves the performance for both CK+ and Oulu-CASIA databases. We can see that the improvement on Oulu-CASIA database is much more than that for the CK+ database because there are more weak-expression samples in Oulu-CASIA database which is hard to distinguish from the last frame only. Even though our method is still only second to the peak-piloted method on the CK+ database, the performance gap between CK+ and Oulu-CASIA for our method is reduced to 6.8%. It indicates that our approach is a more generic solution for facial expression recognition in standard settings.

4.3. Implementation for Real-World Applications

In the previous section, we show that the propose method is superior to the previous methods on both accuracy and generalization. However, from the consideration of real-world application, an inevitable problem is the limitation of hardware storage and computation capability. The system developed with standard databases is difficult to be applied in practice since almost all face images are frontal faces in these datasets.

4.4. Parameter Efficiency

To overcome the storage of hardware limitation, we further reduce the number of convolution filters used in our CNN structure. This tiny version of the proposed CNN model only uses 16 filters in the first two convolution lay-
Table 3. Comparison of model sizes. Our original model only uses 50% fewer parameter and it gives the best result in average. The tiny model version of our method further reduces the model parameters to about 20% fewer, while keeping competitive performance.

<table>
<thead>
<tr>
<th>CNN frameworks</th>
<th>AC. on CK+</th>
<th>AC. on OuluCASIA</th>
<th>number of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTGAN [16]</td>
<td>97.25</td>
<td>81.46</td>
<td>5950K</td>
</tr>
<tr>
<td>Peak-Piloted [47]</td>
<td>99.30</td>
<td>84.59</td>
<td>6798K</td>
</tr>
<tr>
<td>Ours-frame</td>
<td>97.37</td>
<td>88.75</td>
<td>2673K</td>
</tr>
<tr>
<td>Ours-frame2seq</td>
<td>98.47</td>
<td>91.67</td>
<td>2690K</td>
</tr>
<tr>
<td>Ours-Tiny</td>
<td>96.81</td>
<td>85.84</td>
<td>1229K</td>
</tr>
</tbody>
</table>

Figure 4. Examples of databases used for cross dataset evaluation. (Left to right) anger, disgust, fear, happiness, sadness, surprise and neutral, respectively. (Top to bottom) the TFEID database, set A, set B and set C, respectively. Variations in head poses and illumination conditions make the task of expression recognition more challenging.

5. Experiments on Self-Collected Databases

Data collection for facial expression recognition is expensive and time-consuming. Research [8] indicates that using images downloaded from the Internet is helpful to model training for the expression recognition problem. To this end, we collect three additional datasets to improve the training of facial expression recognition, each representing specific data source. Moreover, to prevent subjective annotation, each dataset we collected is labeled with different approaches to ensure the annotation qualities. All datasets we collected were composed of six common expressions, like the Oulu-CASIA database [46], and an additional neutral expression, because the neutral face occurs most frequently. These datasets are hereinafter referred to as set A, set B and set C, respectively.

Set A was collected to represent applications in laptop scenario. In this dataset, we have 26 subjects and each of them was asked to sit on a chair in the lab and watch a series of videos which lead to different expressions on the faces of the subjects. The whole watching process was been recorded by three webcams from different near-fronal view angles simultaneously to enrich the head pose changes. Right after the subjects finished the task, we asked them to annotate the time intervals and the associated expressions by themselves. Then we clean these video clips to extract only the frames with peak expressions according to the subject’s label. To make sure the data has a uniform distribution for all expressions, we sample 50 images for each category.

Set B was collected from Google image search engine with keywords like anger face or neutral face, search results were then annotated by the keyword used. Compared to set A, the images downloaded from internet usually have much more head pose variations, occlusion and even watermarks that could make the system trained from the standard datasets fail easily.

The images in set C were collected from movies, dramas, news or TV shows, and these images were then labeled according to its story plot or scenario. Even though set C is also collected from the Internet like set B, they are quite different. Face images captured from movie usually contain strong illumination contrast and large head pose variation, which makes the samples in this dataset more complex than set B. We depict some examples of the additional databases in Figure 4 and the list of these databases is given in Table 4.

5.1. Leave-One-Set-Out Experiments

The generalization capability describes the viability of a framework in practice. To investigate the difficulty of CNN model generalization with unseen data type, we train our tiny-model using datasets with hybrid data type and then evaluate the generalization on the other data type, which we call leave-one-set-out experiment. We choose the first frame of anger category in the Oulu-CASIA database as its neutral sample so that it can be used in the following experiments. Another high-quality and well-posed database TFEID [2] is also included in this experiment.

In the leave-one-set-out experiments, we use our tiny-
Table 4. List of databases used in this paper. Note that we add neutral expression in the Oulu-CASIA by selecting the first frame in the anger sequences for all subjects. This approach is not suitable for the CK+ database because it may produce too many neutral samples due to non-uniform sequence distribution for all subjects.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CK+</td>
<td>45</td>
<td>18</td>
<td>59</td>
<td>25</td>
<td>69</td>
<td>28</td>
<td>83</td>
<td>—</td>
<td>327</td>
</tr>
<tr>
<td>Oulu-CASIA</td>
<td>80</td>
<td>—</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>560</td>
</tr>
<tr>
<td>TFEID</td>
<td>34</td>
<td>68</td>
<td>40</td>
<td>40</td>
<td>39</td>
<td>36</td>
<td>39</td>
<td>268</td>
<td></td>
</tr>
<tr>
<td>set A</td>
<td>50</td>
<td>—</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>350</td>
<td></td>
</tr>
<tr>
<td>set B</td>
<td>50</td>
<td>—</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>350</td>
<td></td>
</tr>
<tr>
<td>set C</td>
<td>50</td>
<td>—</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>350</td>
<td></td>
</tr>
<tr>
<td>RAF</td>
<td>867</td>
<td>—</td>
<td>877</td>
<td>355</td>
<td>2460</td>
<td>1619</td>
<td>3204</td>
<td>15339</td>
<td></td>
</tr>
<tr>
<td>GENKI</td>
<td>2162</td>
<td>1838</td>
<td>4000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Leave-one-set-out validation accuracy with different illumination preprocessing. The notation w/o Oulu means this experiment uses Oulu-CASIA as validation data and the training uses the rest of datasets, and so on. Note that 'No' means we did not perform any illumination normalization method. We abbreviated illumination normalization process as HE, LM and WS each represent histogram equalization, linear mapping and weighted summation method, respectively. The notation "Aug" means we use all normalization methods to augment the training set. The best 2 results in each experiment setting are marked in boldface.

<table>
<thead>
<tr>
<th>Training</th>
<th>Validation</th>
<th>w/o Oulu</th>
<th>w/o TFEID</th>
<th>w/o set A</th>
<th>w/o set B</th>
<th>w/o set C</th>
<th>Average</th>
<th>AVE. improve</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>No</td>
<td>54.29</td>
<td>83.21</td>
<td>52.86</td>
<td>55.71</td>
<td>51.43</td>
<td>59.50</td>
<td>0</td>
</tr>
<tr>
<td>HE</td>
<td>HE</td>
<td>50.89</td>
<td>81.34</td>
<td>55.14</td>
<td>53.43</td>
<td>50.00</td>
<td>58.16</td>
<td>-1.34</td>
</tr>
<tr>
<td>LM</td>
<td>LM</td>
<td>57.32</td>
<td>85.07</td>
<td>54.00</td>
<td>57.71</td>
<td>55.29</td>
<td>61.88</td>
<td>2.38</td>
</tr>
<tr>
<td>WS</td>
<td>WS</td>
<td>55.36</td>
<td>83.95</td>
<td>58.29</td>
<td>55.71</td>
<td>52.57</td>
<td>61.18</td>
<td>1.68</td>
</tr>
<tr>
<td>Aug</td>
<td>No</td>
<td>56.43</td>
<td>89.92</td>
<td>54.29</td>
<td>59.43</td>
<td>52.29</td>
<td>62.47</td>
<td>2.97</td>
</tr>
<tr>
<td>Aug</td>
<td>HE</td>
<td>58.93</td>
<td>88.43</td>
<td>57.43</td>
<td>58.57</td>
<td>54.86</td>
<td>63.64</td>
<td>4.41</td>
</tr>
<tr>
<td>Aug</td>
<td>LM</td>
<td>57.86</td>
<td>86.94</td>
<td>57.71</td>
<td>56.29</td>
<td>54.57</td>
<td>62.67</td>
<td>3.17</td>
</tr>
<tr>
<td>Aug</td>
<td>WS</td>
<td>57.14</td>
<td>89.55</td>
<td>56.29</td>
<td>56.57</td>
<td>53.43</td>
<td>62.60</td>
<td>3.10</td>
</tr>
</tbody>
</table>

model for evaluation with the same hyper-parameter settings with the 10-fold validation described in the previous section. The experimental result is shown in the first row of Table 5. The high validation accuracy of the TFEID database suggests that the model training with hybrid data type could still learn a representation that generalizes well to the ideal case, like frontal face images with strong expressions. The low performance on the Oulu-CASIA database may be owing to the bias in the training data, which is mainly composed of Asian face samples. However, we could improve the recognition accuracy with appropriate augmentation strategy in the model training.

5.2. Illumination Normalization

The image data collected from the Internet usually comes with diverse illumination conditions that may hinder the model training. Illumination normalization is widely used in various computer vision tasks. We take histogram equalization [31] and linear mapping, which maps the minimum and maximum pixel values to an interval [0, 1] by a linear transformation, into the comparison. However, directly applying histogram equalization may overemphasize local contrast as shown in Figure 5 and linear mapping did not work well when the image already have large global contrast. Therefore, we propose a weighted summation approach to take advantage of both normalization methods:

$$I_{ws}(x, y) = (1 - \lambda) \times I_{he}(x, y) + \lambda \times I_{lm}(x, y),$$

where \(\lambda\) is a weight factor which decides how much the pixel of the combined image \(I_{ws}\) takes reference from the histogram equalized image \(I_{he}\) and the linearly mapped image \(I_{lm}\), we set \(\lambda\) to 0.5 in our implementation. Some results are shown in the rightmost column in Figure 5. To do a fair comparison between these normalization methods, we apply each of normalization method on both training and validation data and evaluate it with the leave-one-set-out protocol.

The experimental results are reported in the upper four rows in Table 5. Even though linear mapping brings the largest performance boost among all these methods, the weighted summation approach achieves the highest improvement, about 6.5%, when using set B as validation.
Figure 5. Examples of different illumination normalization methods. (Left to right) original image, histogram equalization, linear mapping and weighted summation, respectively. (Top to bottom) the TFEID database, set B and set C, respectively. Histogram equalization sometimes overemphasize local contrast or watermarks as shown in the upper two rows of middle left column. Linear mapping could not enhance the contrast of image with large global contrast like the sample in the third row of middle right column.

5.3. Illumination Augmentation

To take advantage of all the aforementioned normalization methods, an intuitive idea is to use all of them as training data to form the illumination augmentation approach. For the validation, we still use only one of the above normalization methods to keep the whole framework stay concise during the classification process. As shown in the lower four rows in Table 5, no matter what kind of normalization method the validation set is applied, using the proposed illumination augmentation strategy actually improves the overall accuracy.

More interestingly, if we only apply one of normalization strategy, the histogram equalization method was the only one which degrades the average prediction accuracy. Nevertheless, When we adopt the proposed illumination augmentation strategy and only apply histogram equalization on the validation data, we will gain the largest performance boost instead. One possible explanation to this phenomenon could be that mixing the illumination normalization methods encourages the CNN model to learned representations with better robustness against illumination variations during the training process.

6. Experiments on "In The Wild" Databases

In this section, we further test the proposed framework on two public in the wild datasets, the MPLab-GENKI [41] dataset and the newest Real-world Affective Faces (RAF) Database [32]. Because the RAF database has serious data imbalance problem as shown in Table 4, we duplicate the number of image in class with fewer samples, so that the model would see those rare samples more often during the training.

For the GENKI dataset, our model achieved 95.33% average accuracy and 0.34% standard deviation by using the 4-fold cross-validation protocol used in the previous works, as shown in Table 7. Even though the GENKI dataset only has two categories: smile and non-smile, it is still a challenging dataset with very low resolution face parts. The smallest face image detected only has resolution about 20-by-20 pixels. We found that there is no accuracy boost from the proposed illumination augmentation strategy because most images in the GENKI dataset are captured under well illuminated conditions and the accuracy on this dataset is already close to saturation. However, the result achieved by our method is still the state-of-the-art and it is obtained without any further tuning.

For the RAF database, our model achieves 65.52% accuracy under their evaluation metric, the performance could be further improved to 67.55% with the proposed illumination augmentation strategy. Our result is competitive as both VGG and AlexNet models achieved 58.22% and 55.60% accuracies, respectively. However, our model is much smaller in size. It is about only 5% of the size of those two previous models. Even though our result is inferior to the best accuracy 74.20% reported with DLP-CNN [32], but our model used 87.45% less parameters. In addition, all the other models were used only for feature extraction and an additional multiclass SVM [1] was needed as a classifier while our CNN model provides an end-to-end expression recognition system.

As shown in Table 6, training with illumination augmentation achieves higher accuracy on both disgust and fear categories compared to direct training, and they are usually more difficult to classify. The improvement on average accuracy and the reduction of standard deviation across performance of different emotions also indicated that the proposed illumination augmentation strategy could help the CNN model to learn a more general feature representation as we mentioned in the previous section.

7. Conclusion

In this paper, we proposed a new CNN architecture for facial expression recognition which outperforms the state-of-the-art methods. The frame-to-sequence approach successfully exploits temporal information and it improves the accuracies on the public benchmarking databases. The proposed framework was demonstrated to provide better generalization while keeping high parameter efficiency, which is a very important issue for applications on portable devices. Experimental results showed that the proposed system provides the state-of-the-art accuracies for facial expression recognition on several datasets. We also demon-
**Table 6.** Expression recognition accuracies and the CNN model sizes of different methods on the RAF database.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG + mSVM[32]</td>
<td>68.52</td>
<td>27.50</td>
<td>35.13</td>
<td>85.32</td>
<td>64.85</td>
<td>66.32</td>
<td>59.88</td>
<td>58.22</td>
<td>18.63</td>
<td>54458K</td>
<td>20.3</td>
</tr>
<tr>
<td>AlexNet+mSVM[32]</td>
<td>58.64</td>
<td>21.87</td>
<td>39.19</td>
<td>86.16</td>
<td>60.88</td>
<td>62.31</td>
<td>60.15</td>
<td>55.60</td>
<td>18.68</td>
<td>43501K</td>
<td>16.2</td>
</tr>
<tr>
<td>DLP-CNN+mSVM[32]</td>
<td>71.60</td>
<td>52.15</td>
<td>62.16</td>
<td>92.83</td>
<td>80.13</td>
<td>81.16</td>
<td>80.29</td>
<td>74.20</td>
<td>12.56</td>
<td>19655K</td>
<td>7.35</td>
</tr>
<tr>
<td>Ours-frame</td>
<td>82.07</td>
<td>44.59</td>
<td>41.25</td>
<td>81.01</td>
<td>44.14</td>
<td>90.12</td>
<td>75.44</td>
<td>65.52</td>
<td>19.64</td>
<td>2673K</td>
<td>1</td>
</tr>
<tr>
<td>Ours-frame*</td>
<td>74.47</td>
<td>67.57</td>
<td>46.88</td>
<td>82.28</td>
<td>57.95</td>
<td>84.57</td>
<td>59.12</td>
<td>67.55</td>
<td>12.78</td>
<td>2673K</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 7.** Expression recognition accuracies of different methods on the GENKI database.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pair-wide Distance Vector [4]</td>
<td>93.42 ± 1.46</td>
</tr>
<tr>
<td>CNN-2Loss [43]</td>
<td>94.60 ± 0.29</td>
</tr>
<tr>
<td>Ours-frame</td>
<td>95.33 ± 0.34</td>
</tr>
<tr>
<td>Ours-frame*</td>
<td>95.15 ± 0.44</td>
</tr>
</tbody>
</table>

strate that the proposed illumination augmentation strategy is very effective through experiments on the public "in the wild" databases.

**References**


