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Abstract

Continuous efforts are being made to understand hu-

man perception network with the purpose of developing en-

hanced computational models for vision-based tasks. In

this paper, we utilize eye gaze as a medium to unravel the

cues utilized by humans for the perception of facial aging.

Specifically, we explore the tasks of face age estimation and

age-separate face verification and analyze the eye gaze pat-

terns of participants to understand the strategy followed by

human participants. To facilitate this, eye gaze data from 50

participants is acquired using two different eye gaze track-

ers: Eye Tribe and GazePoint GP3. Comprehensive anal-

ysis of various eye movement metrics is performed with re-

spect to different face parts to illustrate their relevance for

age estimation and age-separated face verification tasks.

1. Introduction

Human facial aging is a complex natural process. Dur-

ing the lifetime of an individual, noticeable variations in the

facial appearance can be observed and several factors such

as bone growth, gender, and ethnicity [1] contribute to how

an individual ages, making it a very individualistic function.

As illustrated in Figure 1, researchers [2, 3] have observed

that during the formative years of an individual, transforma-

tions in the facial shape are prominent while in later years,

textural variations such as wrinkles and pigmentation are

more noticeable. These inherent variations allow humans to

decode the age of an individual by merely looking at their

face.

Correctly verifying age-separated faces is required in

several critical scenarios such as law enforcement, airport

security, and border control. In these application domains,

officers match the images in the presented ID or passport

to the person in front of them. Several psychological and

perception based studies have analyzed the performance of

human participants for the task of age estimation [4, 5] and

face verification [6, 7]. It has been established that humans

can perform this task accurately even in adverse scenarios

Age: 18 Age: 61
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Figure 1: Illustrating variations in facial variations due to

aging. The top row demonstrates changes in the facial ap-

pearance of an individual from age 0 to 17. The bottom

row illustrates facial feature variations of another individ-

ual from age 18 to 61. Image source: [10]

such as occluded or degraded faces. Unlike facial age esti-

mation, the evaluation of human expertise in matching age-

separated face images is a relatively lesser explored area.

Even though automatic face verification algorithms strug-

gle with this covariate [8, 9], humans are fairly accurate in

determining if two age-separated face images belong to the

same individual or not [4]. Yadav et al. [4] conducted the

first study on recognizing age-separated face images by par-

ticipants.

All the above-mentioned studies utilize participants’ re-

sponses to categorical questions to learn about the human

expertise in these tasks. An instance of such a question is:

Determine if the two images belong to the same individ-

ual: Yes or No. However, these responses may not provide

detailed insight of the innate network present in human be-

ings which is responsible for this skill. Contrastively, stud-

ies have demonstrated that what an individual is looking

at can provide insight into the cognitive processes. Thus,

eye gaze tracking can reveal information about the individ-
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ual’s attention for a given visual stimuli [11]. Computation

of different eye gaze analysis based metrics such as fixa-

tions may provide additional cues about the cognitive load.

Eye tracking technology has been successfully deployed to

learn an individual’s intent for various application such as

user-specific advertising [12] and developing user-friendly

interfaces [13, 14]. With this motivation, we utilize eye gaze

tracking to unravel how human perceive facial aging and in-

vestigate different face parts to understand their significance

for the perception task.

Visual cognition based studies have established that at-

tentive mechanisms in human brain supervise the gaze only

on the salient parts of the stimuli [15]. Therefore, in this re-

search, we employ two eye gaze trackers to learn the salient

features in terms of eye movement data utilized by human

participants for performing face age estimation and age-

separated face verification. The key contributions of this

paper are listed below:

• To learn the cues utilized by humans for the tasks of

face age estimation and age-separated face verifica-

tion, eye gaze data from 50 participants is acquired us-

ing two eye gaze trackers. As per our knowledge, this

is the first dataset with these unique characteristics.

• The first in-depth analysis of the eye gaze data is pre-

sented. We examine the facial cues employed by hu-

mans for estimating the age group of presented face

images and verifying age-separated face images. We

evaluate eight face parts including four local regions

and four halves of the face stimuli to analyze their rele-

vance in the two tasks using different eye gaze metrics.

2. Literature Review

The ability of humans to successfully predict the age of

an individual based on the facial cues has prompted com-

pelling research in this domain. In his review paper, Rhodes

[1] concluded that humans are remarkably accurate in age

estimation of unfamiliar faces and are robust towards trans-

formations in faces. Recently, Porcheron et al. [16] demon-

strated that facial contrast is a cross-cultural cue for age per-

ception. Furthermore, humans are also capable of verifying

age-separated images of an individual. Yadav et al. [4] eval-

uated human performance on age-separated face images and

examined the significance of various facial regions on this

task.

The evolution of eye gaze trackers has enabled us to ob-

serve the cognitive process undertaken by the human brain

while performing a task. Due to this trait, eye gaze tracking

is being successfully utilized in various studies. Henderson

[17] noted the importance of eye movements due to the at-

tentional system employed by humans during a visual task.

Eye movements provide unobtrusive and real-time informa-

tion of the ongoing visual and cognitive processing in the

brain. In another study, Armann and Bülthoff [18] exam-

ined the eye movements of the participants for the task of

identity morphing. Using the eye gaze data, they concluded

that the viewing fixations are dependent on the difficulty of

the task.

3. Data Collection

In the literature, there is a lack of any database related to

facial aging which provides face stimuli and corresponding

eye gaze data. Hence, an experimental protocol is designed

to acquire the eye gaze information of human subjects while

performing these tasks. The data collection protocol is de-

scribed in more detail subsequently.

3.1. Participants

50 volunteers (24 males and 26 females) participated in

the data collection with mean age = 22.71 years and stan-

dard deviation = 4.16 years. All the participants reported

normal or corrected-to-normal vision. The study was ap-

proved by Institutional Review Board at West Virginia Uni-

versity.

3.2. Apparatus

Two eye gaze trackers: EyeTribe1 ET1000 and Gaze-

Point GP32 are utilized for recording the eye movements.

Both EyeTribe and GazePoint trackers offer a sampling fre-

quency of 60 Hz. Before data collection of each participant,

calibration is performed using the typical nine-point cali-

bration system. This is followed by validating the precision

of the eye gaze trackers.

3.3. Stimuli

The stimuli face images utilized in this study are col-

lected from the FG-Net Facial Aging Database [10] and

IIIT-Delhi Facial Aging Database [19]. For evaluation pur-

poses, 10 sets of stimuli are created and one set is randomly

assigned to every participant. Each set contains the follow-

ing two tasks:

1. The participants are presented with a face image and

are asked to estimate the age group of the stimuli. The

presented face image belongs to one of the following

age groups: 0-5, 6-10, 11-20, 21-30, 31-40, 41-50, 51-

60, 61-70, and >70. Sample images for this task are

displayed in Figure 2.

2. Next, participants are shown a pair of age-separated

face images and asked to determine if they belong to

1http://theeyetribe.com
2www.gazept.com/product/gazepoint-gp3-eye-tracker/
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0-5 6-10 11-20 21-30 31-40 51-60 61-70 >7041-50

Figure 2: Sample stimuli face images shown to the participants for estimating the age of the stimuli. The presented stimulus

belongs to one of the above-shown age groups.

Figure 3: Sample stimuli face pairs presented to the participants for the task of age-separated face verification.

the same individual. Sample images for this task are

displayed in Figure 3.

The stimuli are presented on a 24-inch screen with a res-

olution of 1920× 1200 pixels.

3.4. Procedure

To acclimate participants to the eye gaze trackers, a train-

ing session is conducted on a per-participant basis. During

the training phase, each participant is briefed about the two

tasks and how they are supposed to provide their responses.

Next, they are shown 10 sample stimuli face images and

are asked to estimate their age groups from one of the 9

age group options. A similar process is followed for age-

separated face pairs. After ensuring that the participant is

familiar with the process, they are randomly assigned a set

from one of the 10 assignment sets. This is followed by the

nine-point calibration step described earlier.

Next, the participants are presented with the stimuli face

images for age group estimation. The participants are in-

structed to select the appropriate age group of the presented

stimuli. As soon as they indicate their response for a given

image, the next image is shown. After completing the first

task, the participants are allowed to take a break which is

followed by re-calibration of the eye tracker. This is fol-

lowed by the second task of verifying age-separated face

images where pairs of age-separated stimuli face images are

shown sequentially and the participants are asked to indicate

if the shown pair of images belongs to the same person or

not.

After acquiring eye gaze data from the EyeTribe tracker,

the same process is repeated using GazePoint tracker. For

both the trackers, the eye gaze data is stored as x-coordinate

and y-coordinate of the point with respect to the display

monitor.

4. Analysis of Eye Gaze Data

Using the earlier described procedure, eye movement

data is captured with two gaze trackers from 50 users. In-

depth analysis of the eye gaze data is performed to inves-

tigate the salient features in the stimuli face images for the

tasks for age-group estimation and age-separated face ver-

ification. For analyzing the eye movements for different

stimuli faces, the following metrics are computed to encode

the eye gaze data:

• Number of fixations: A fixation is defined as the state

when the visual gaze is focused on a single location.

During a fixation, central foveal vision is held in place

to allow the visual network to gather detailed informa-

tion about the stimuli [13, 20]. The total number of

fixations is the count of all the fixations by the partici-

pant on specific stimuli.

• Number of saccades: Saccades are quick eye move-

ments which occur between different fixations [13,

21]. During saccades, the vision is restrained and new

information is encoded only during the next fixation
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Table 1: Accuracy (%) obtained by human participants for

age group estimation of the presented stimuli face image.

Stimuli Age Group Accuracy by Participants(%)

0-5 82.45

6-10 77.12

11-20 70.87

21-30 61.68

31-40 64.55

41-50 69.12

51-60 72.43

61-70 64.93

>70 60.23

state. The number of saccades is the count of different

saccade eye movements across the stimuli.

• Gaze duration: It is the sum of all fixation durations in

the given stimuli image. It is expressed in milliseconds

(ms).

The analysis of responses and eye gaze is classified into

four categories and key observations are discussed subse-

quently.

4.1. Age Group Estimation Accuracy

The behavioral responses provided by the participants

for the first task of age group estimation are analyzed to

determine their competence and the accuracy is computed.

Accuracy is defined by the percentage of the number of cor-

rect responses as compared to the total number of responses.

The results are tabulated in Table 1.

The overall accuracy in estimating the age group of the

shown stimuli faces is 68.26%. Further analysis is per-

formed and age group-wise accuracy is calculated. As seen

in Table 1, stimuli face images from the age group 0-5 have

the highest accuracy of 82.45% which is followed by im-

ages from the age group 6-10. A similar trend has been re-

ported in the literature [4] which establish that face images

belonging to newborns and toddlers are easiest to estimate.

On the other side of the spectrum, images belonging to

the age group >70 are the most difficult to estimate with the

lowest accuracy of 60.23%. Upon further analysis of the in-

correctly predicted images of this age group, it is observed

that most of the images are predicted incorrectly as 61-70

age group. This neighboring bin effect is also observed for

the remaining age groups where the participants had incor-

rectly estimated the age group as the neighboring age group

of the ground truth.

For comparative analysis of the responses provided by

the participants, age group estimation of the same stimuli

face images is performed using a commercial face recog-

6-10 61-70 41-50

0-5 61-70 31-40

6-10 61-70 31-40

Participant

Face++

Ground Truth

Figure 4: Sample misclassification outputs by human par-

ticipants and Face++ for age group estimation task.

Figure 5: The average number of fixations and saccades

across different participants for different age groups.

Figure 6: The average gaze duration for the age estimation

task across different age groups.

nition system: Face++3. Face++ yields 62.35% age group

estimation accuracy with most errors in the age groups: 0-5,

6-10, 61-70, and >70. Sample age group estimation outputs

are shown in Figure 4.

After analyzing the behavioral responses, we compute

different eye movement based metrics to encode the eye

3www.faceplusplus.com
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Figure 7: Selected areas of interest to examine the contribution of different facial regions.

gaze data of the participants while performing age estima-

tion of stimuli faces. The different metrics computed across

the different age groups as shown in Figures 5 and 6. With

respect to the average number of fixations across a given

face image for age estimation, it is observed that the age

group 0-5 has the minimum number of fixations (15) while

the age group 51-60 has the maximum number of fixations

(29). In the literature, more number of fixations indicates

less efficient search and difficulty in extracting informa-

tion from the stimulus [13]. This indicates that participants

spend less time on the stimuli from age group 0-5 and are

able to quickly extract useful information for making the

judgment. Similarly, upon comparing the average number

of saccades across the different age groups, age group 0-5

has the minimum number of total saccades, i.e. 24. Even

though no encoding takes places during saccades, less num-

ber of saccades indicates the less searching required for

learning salient cues from the stimulus. An identical trend is

observed for gaze duration as shown in Figure 6 with lowest

gaze duration of 3009 ms for the age group 0-5.

4.2. Age­Separated Face Verification Accuracy

Next, the accuracy of human participants is evaluated

on the second task, verification of age-separated face im-

age pairs. It is observed that the participants correctly ver-

ified 71.19% age-separated face pairs. Upon further analy-

sis, it is revealed that 69.23% of young face pairs, 73.45%

of middle-aged, and 74.59% of old face pairs are correctly

matched by the participants. The lowest verification accu-

racy of young stimuli face pairs has also been observed in

the literature [4] and the drastic variations in the facial fea-

tures during the childhood period is considered one of the

possible reasons for the same.

Similar to the age group estimation task, the commercial

face recognition system (Face++) is utilized to examine its

face verification performance on the stimuli pairs shown to

the participants. In the same experimental setup, Face++

yields 69.78% face verification accuracy which is 1.41%

lower as compared to the human participants.

Analysis of the eye gaze data is performed and the afore-

mentioned metrics are computed. The average number of

fixation points are 41, 45, and 34 for young, middle-aged,

and old stimuli face pairs respectively. The average of sac-

cades across different stimuli face pairs are 37, 55, and 42

for young, middle-aged, and old stimuli face pairs respec-

tively. The average gaze duration is 4502 ms, 5614 ms,

and 4419 ms for young, middle-aged, and old stimuli face

pairs respectively. Observing the values for the three met-

rics highlights that when the pair of stimuli face images be-

long to the old age range, participants spent the least time to

accurately encode the features for matching these images.

4.3. Area of Interest­based Analysis

For analyzing the contribution of different facial regions

and examining the salient cues, an area of interest based

analysis is performed. The eye gaze data from the full face
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Figure 8: The average number of fixations across different

areas of interest for the task of age group estimation.

is divided into the following regions (shown in Figure 7):

(i) Binocular, (ii) Mouth, (iii) Forehead, (iv) Nose, (v) Left

Face, (vi) Right Face, (vii) Top Face, and (viii) Bottom

Face. These regions are selected based on different studies

in the literature highlighting their significance in the task of

facial aging [4, 1, 22].

For the task of age group estimation using face images,

the average number of fixations across the different areas of

interest are plotted and shown in Figure 8. It is observed

that among the four local facial regions, the binocular re-

gion containing the eyes is looked at the most number of

times with the highest average number of fixations of 32.

This indicates the existence of salient features in this region

which are utilized by the participants for the age estimation

task. This result is consistent with existing studies that high-

light the significance of the eyes in predicting the facial age

[5, 4]. On the other hand, the forehead region has the lowest

number of fixations (16) which is half the number of fixa-

tions in the binocular region. The sample heat map shown

in Figure 9 demonstrates the number of fixations across dif-

ferent areas of interest for age group estimation.

While comparing the different halves of the face area for

age estimation, it is observed that the top half of the face

gained more attention from the participants as compared to

the lower half of the face. The average number of fixation

in the upper face region is 47 which is 11 more than the

number of fixations in the lower face region. These metrics

highlight the areas of interest where the participants spent

more fixations to encode the discriminatory features with

respect to the different age group of the stimuli face image.

Next, the number of fixations across the eight areas of in-

terest are evaluated for the second task, age-separated face

verification. It is observed that among the four local regions,

binocular region again has the highest number of fixations

followed by nose, mouth, and forehead. This reveals that

humans visit the binocular region (containing the eyes) for

the maximum number of times to make this decision. Sim-

Figure 9: Sample heatmap demonstrating the number of

fixations in different areas of interest. The blue-red gradi-

ent implies that the regions in red color have the maximum

number of fixations while the regions in blue color have the

minimum number of fixations.

ilar results have been shown for traditional face verification

task, where the binocular region is the most frequently vis-

ited region [6, 23, 24]. Hsiao and Cottrell [7] showcased

that while processing stimuli for face recognition, the ini-

tial fixations are more directed towards the center of the face

stimulus, i.e. the nose area. Upon comparison of the differ-

ent halves of the face, it is seen that the number of fixation

points in the top half of the face is higher than the bottom

half, indicating the presence of more relevant features in the

upper face region.

4.4. Tracker­wise Analysis

A unique characteristic of the eye gaze data set collected

in this paper is that it is acquired using two different eye

gaze trackers: EyeTribe and GazePoint. As mentioned ear-

lier, both the trackers operate at the sampling frequency of

60 Hz. In this subsection, we compare and contrast the data

acquired from the two trackers with respect to the two tasks

undertaken in this study. For this, the average number of

fixations from EyeTribe and GazePoint across the eight ar-

eas of interest are compared. The results are summarized in
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(a) Age Group Estimation

(b) Age-Separated Face Verification

Figure 10: Average number of fixations across different ar-

eas of interest from the two eye gaze trackers: EyeTribe and

GazePoint.

Figure 10.

For the task of age estimation, it is seen that the fore-

head and nose regions have the least number of fixations for

both the trackers. This illustrates that across both the track-

ers, the participants visited these regions least frequently

to learn relevant features for this task. Upon comparing

the salient features in left and right halves, the data from

EyeTribe tracker illustrates a lower number of fixations in

the left half as compared to the right half, unlike GazePoint

tracker. Comparison of top and bottom halves of the face

reveals congruous from both the trackers with top face con-

taining more number of fixations as compared to the bottom

half.

Figure 10 (b) shows the average number of fixations

from EyeTribe and GazePoint for verifying age-separated

face pairs. For both the trackers, forehead region has the

least number of fixations across all the runs. This implies

that the participants glanced at the forehead area least num-

ber of times to determine the similarity between the age-

separated face pairs. Likewise, for both the trackers, the top

half of the face images contains more number of fixations

as compared to the bottom half.

5. Conclusion and Future Research Directions

Existing studies in the literature on human perception

of facial aging are based on evaluating human performance

using traditional questionnaire methodology. Responses to

these questions may not provide an accurate representation

of the cues utilized by the human participants. On the other

hand, tracking of eye gaze movement can unveil knowledge

about an individual’s attention and corresponding cognitive

activity for a specific visual stimulus. In this study, we uti-

lize two eye gaze trackers to create first such database and

to learn the salient features employed by human participants

for the tasks of age group estimation and age-separated face

verification. Area of interest analysis is performed to exam-

ine the significance of different local facial regions and it re-

veals the binocular area is a key region with the maximum

number of fixations for age estimation. For age-separated

face matching, the forehead region is visited the least, in-

dicating the lack of salient features in that regions for the

verification task.

In the future, we plan to extend the scope of this study

to other covariates of face recognition such as disguise [25,

26] and plastic surgery [27, 28]. Further, we plan to utilize

the knowledge learned from this study in designing novel

algorithms, particularly in frame selection in video-based

face recognition [29, 30].
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